Optimal information transmission in nonlinear arrays through suprathreshold stochastic resonance
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Abstract

We examine the optimal threshold distribution in populations of noisy threshold devices. When the noise on each threshold is independent, and sufficiently large, the optimal thresholds are realized by the suprathreshold stochastic resonance effect, in which case all threshold devices are identical. This result has relevance for neural population coding, as such noisy threshold devices model the key dynamics of nerve fibres. It is also relevant to quantization and lossy source coding theory, since the model provides a form of stochastic signal quantization. Furthermore, it is shown that a bifurcation pattern appears in the optimal threshold distribution as the noise intensity increases. Fisher information is used to demonstrate that the optimal threshold distribution remains in the suprathreshold stochastic resonance configuration as the population size approaches infinity.
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1. Introduction

A fascinating aspect of the behavior of populations of neurons is their capability of reliability in the presence of very low signal-to-noise ratios (SNRs) [1]. It has been established by many studies that improved performance in individual neurons can be achieved in the presence of large ambient noise, by a mechanism known as stochastic resonance (SR) [2–4]. However, the vast majority of studies on SR in static nonlinearities and neurons have been restricted to the case of subthreshold signals since, for a single device and suprathreshold stimuli, noise enhanced signal transmission disappears. For such systems, it has been pointed out that SR is a sub-optimal means for improving system performance, since optimal performance can be gained by adjusting the threshold value [1,5]. Given that a central idea of current theoretical neural coding is that neural systems optimize information transmission [6], it is not clear how this is reconciled with SR as a neural coding mechanism.

Here, however, we examine the performance of SR in a noisy multi-threshold system, and show for the first time that a form of SR can be considered to be an optimal coding scheme. Such a study has relevance to both neural population coding [6,7], as well as signal processing and lossy source coding theory [8,9], and the growing overlap between the two fields [10]. The approach we take is to analyze the optimal encoding of a random input signal by a population of simple threshold devices, all of which are subject to additive iid (independent and identically distributed) input noise. Although this approach greatly simplifies the dynamics of realistic neural models, it does encapsulate the main nonlinearity: that of a threshold that generates an output spike when crossed. A natural measure to use for measuring information transmission in noisy neural systems, and one
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which has been used extensively in computational neuroscience [1], is that of mutual information.

1.1. Suprathreshold stochastic resonance

Previously, it has been shown for suprathreshold signal levels in such a system that when all threshold values are equal to the signal mean, the mutual information between the input and output signals has a maximum value for a nonzero noise intensity. This phenomenon was termed suprathreshold stochastic resonance (SSR) to illustrate the fact that it is a form of stochastic resonance that is not restricted to subthreshold signals [11]. Subsequently, the effect was also shown to occur in FitzHugh–Nagumo model neurons [12] and applied to cochlear implant encoding [13].

1.2. Summary of new results

In this current Letter, we discuss the optimality of SSR by examining whether the mutual information can be increased by adjusting the set of thresholds, which we denote as \( \{\theta_i\} \), \( i = 1, \ldots, N \), while keeping the noise constant. For a Gaussian signal and iid Gaussian noise, we show numerically that above a certain noise intensity the optimal threshold settings occur when all thresholds are equal to the signal mean. Hence, we show the SSR effect is a case of SR where, given such large ambient noise conditions, it is not possible to improve performance by adjusting the threshold values.

Furthermore, we show that as noise increases from zero—where the optimal thresholds are widely distributed across the dynamic range of the signal—the values of the optimal threshold settings go through a number of transitions where more and more threshold values accumulate to fewer and fewer points, in a series of bifurcations. Such a clustering of optimal thresholds to a small number of point singularities appears to persist if we let \( N \) approach infinity and hence, in this case there must be a transition from continuous to singular solutions of the optimal threshold values.

The paper is organized as follows. Section 2 discusses the model in which SSR occurs, extends it to arbitrary threshold values, and discusses the method we use to calculate the mutual information between its input and output signals. Section 3 then expresses our goal of optimizing the threshold values as a nonlinear optimization problem. Section 4 presents the results of solving this problem, and discusses their main features. Finally, Section 5 describes a method for approximately solving our optimization problem in the event of a large number of threshold devices.

2. Array of threshold devices

The model we consider is shown in Fig. 1. This system consists of \( N \) static threshold devices, which all receive the same random input signal. This random signal is assumed to consist of a sequence of independent samples, \( x \), drawn from a distribution with probability density function (pdf), \( P(x) \).

![Fig. 1. Array of \( N \) noisy threshold devices. Each device receives the same input signal sample, and is subject to independent additive noise. The output from each device, \( y_i \), is unity if the sum of the signal, \( x \), and noise at its input, \( \eta_i \), is greater than the corresponding threshold, \( \theta_i \), and zero otherwise. The overall output, \( y \), is the sum of the individual outputs, \( y = \sum_{i=1}^{N} y_i \), and is therefore a discrete encoding of the continuously valued input signal, \( x \).](image)
where the output probability mass function is given by
\[ P_y(n) = \int_{-\infty}^{\infty} P(n|x) P(x) \, dx, \quad n \in \{0, \ldots, N\}. \] (2)

Thus, the mutual information depends only on the conditional probability distribution of the output given the input, which we will refer to as the transition probabilities, and is given by
\[ I(x, y) = -\sum_{n=0}^{N} P_y(n) \log_2 P_y(n) \]
\[ - \left( -\int_{-\infty}^{\infty} P(x) \sum_{n=0}^{N} P(n|x) \log_2 P(n|x) \, dx \right). \] (3)

If we impose the constraint that all thresholds are set to the same value, the SSR effect can occur, in which case the mutual information has a maximum for nonzero noise intensity [11]. Such behavior has been shown to occur for noise with various pdfs such as Gaussian [11], uniform [15], Rayleigh, exponential [16] and Laplacian [17], as well as a variety of signal types [18,19]. The effect is maximized when the thresholds are all set to the signal mean [20]. SSR has also been shown to exist when measures other than mutual information are used [18,21,22].

Our objective here however, is to relax the constraint that all thresholds are identical, and to find the optimal threshold values \(\{\theta^*_i\} \). By optimal, we mean in the sense of maximum mutual information between the input signal, \(x\), and output signal, \(y\). In order to find the mutual information for arbitrary thresholds, we need a method for numerically calculating the transition probabilities.

2.1. Calculating the transition probabilities

Let \(\hat{P}_i(x)\) be the probability of device \(i\) being “on” (that is, signal plus noise exceeding the threshold \(\theta_i\)), for a given value of input signal, \(x\). Then
\[ \hat{P}_i(x) = \int_{\theta_i-x}^{\infty} R(\eta) \, d\eta = 1 - F_R(\theta_i - x), \] (4)
where \(F_R(\cdot)\) is the cumulative distribution function (cdf) of the noise and \(i = 1, \ldots, N\). For the particular case when the thresholds all have the same value, then each \(\hat{P}_i(x)\) has the same value for all \(i\) and we have \(P(n|x)\) given by the binomial distribution [11]. However, in general it is difficult to find analytical expressions for \(P(n|x)\) and we will rely on numerics. Given any arbitrary \(N\), \(R(\eta)\), and \(\{\theta_i\}\), the set of probabilities, \(\{\hat{P}_i(x)\}\), can be calculated exactly for any value of \(x\) from Eq. (4), from which \(P(n|x)\) can be found using an efficient recursive formula [16], and hence the mutual information calculated by numerical integration of Eqs. (2) and (3).

3. Problem formulation

Our problem of finding the threshold settings that maximize the mutual information can now be expressed as a nonlinear optimization problem, where the cost function to maximize is the mutual information, and there are structural constraints on how the transition probabilities are obtained.

Find: \[ \max_{\{P(n|x)\}} I(x, y) \]
Subject to: \[ \{P(n|x)\} \text{ is a function of } \{\hat{P}_i(x)\}, \]
\[ \sum_{n=0}^{N} P(n|x) = 1 \quad \forall x, \text{ and } \{\theta_i\} \in \mathbb{R}^N. \] (5)

This formulation is similar to previous work on clustering and neural coding problems solved using a method known as deterministic annealing [8,10,23]. In particular, the formulation reached in [10] can be expressed in a fashion identical to problem (5) with the structural constraints removed. Due to this difference though, the solution method used in that work to find the optimal conditional distribution, \(P(n|x)\), cannot be used here, and instead we concentrate on optimizing the only free variable, the set \(\{\theta_i\}\). This can be achieved with standard unconstrained optimization techniques.

However, the objective function is not convex in \(\{\theta_i\}\), and there exist a number of local optima. This problem can be overcome by judicial selection of initial conditions or by employing random search techniques such as simulated annealing. The results presented below were obtained by solving problem (5) using the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm, combined with many different initial conditions intended to track all local optima. The BFGS algorithm falls into the sub-category of optimization algorithms known as quasi-Newton methods [24].

4. Numerical results

We present results for the case of iid zero mean Gaussian signal and noise distributions. If the noise has variance \(\sigma^2_n\) then we have
\[ \hat{P}_i(x) = \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{x - \theta_i}{\sqrt{2\sigma^2_n}} \right), \]
where \text{erf} is the error function. Let \(\sigma = \sigma_n/\sigma_x\), where \(\sigma_x^2\) is the variance of the Gaussian signal. Thus, \(\sigma\) is the inverse of the square root of the input SNR. It is shown in [20] that when the signal and noise both have the same distribution, the mutual information is a function of the ratio, \(\sigma\). Note for the case of \(\sigma_n = 0\) that it possible to analytically determine the optimal thresholds [16], and that in this case, each threshold has a unique value. Figs. 2, 3 and 4 show our results for the mutual information and optimal threshold settings, \(\{\theta^*_i\}\), for \(N = 15\) plotted against increasing \(\sigma\). We have arbitrarily set \(\sigma_x = 1\). For other values of \(\sigma_x\), the actual values of \(\{\theta^*_i\}\) differ proportionally to \(\sigma\). Several interesting features are present in these results.

Firstly, Fig. 2 shows that the mutual information obtained with the optimal thresholds is strictly decreasing with increasing \(\sigma\). This means that no SR effect is seen for optimized thresholds. The mutual information for SSR is also shown for comparison. Note that for \(\sigma = 0\), SSR provides only one bit...
per sample, while if the thresholds are optimized the mutual information is 4 bits per sample, since the output entropy is \( \log_2 (N + 1) = 4 \). However, as \( \sigma \) increases, the difference in mutual information between the two cases decreases, until for sufficiently large \( \sigma \), SSR becomes optimal.

The actual optimal thresholds are shown in Figs. 3 and 4. From Fig. 3 we observe, firstly, that for very small noise, the optimal thresholds are consistent with the optimal noiseless values. There does not appear to be a discontinuity in the optimal thresholds as the noise intensity increases from zero to some small nonzero value. However, the most striking feature is the fact that SSR is optimal for sufficiently large noise is still highly significant. Unlike a single threshold device, where the optimal threshold value is always at the signal mean regardless of the noise level and therefore SR can never occur, this result shows that when the noise is large, changing the thresholds from a situation where SR can occur gains no advantage.

The bifurcations are due to the presence of many local optima. The local optimum which provides the global optimum changes with \( \sigma \), and therefore most bifurcations are discontinuous. Thus, it does not make sense to join up the paths of individual thresholds with increasing \( \sigma \), as individual thresholds within clusters cannot be differentiated.

This tendency of the optimal thresholds to form clusters at identical values leads to regions of asymmetry about the \( x \)-axis since, where for example there are two clusters of size seven and eight, then the value of the cluster of size seven is larger in magnitude than the value of the cluster of size eight. Note that in such regions of asymmetry, there are two globally opti-
nal threshold vectors. The second global solution is simply the negative of the set of thresholds in the first global solution, that is, the mutual information evaluated at \( \theta^* \) is equal to the mutual information evaluated at \(-\theta^*\). This result stems from the fact that both the signal and noise pdfs are even functions.

For most of the bifurcations, the number of clusters decreases with increasing \( \sigma \). Sometimes a continuous bifurcation occurs as more than one cluster converges to the same value, as \( \sigma \) increases, to form a larger, merged cluster. On other occasions a discontinuous bifurcation occurs, and two clusters with completely different values merge to form a larger cluster with a value somewhere between the two values of the two merging clusters. It does not appear possible for the number of clusters to increase with increasing \( \sigma \). However, further bifurcations can occur within a region of \( \sigma \) with \( k \) clusters, when the sizes and values of the \( k \) clusters change. For example, at \( \sigma = 0.49 \), there are three clusters of size \( \{3, 5, 7\} \), while for \( \sigma \in [0.38, 0.48] \), there are three clusters of size \( \{4, 7, 4\} \).

The bifurcation structure is quite surprising, but appears to be fundamental to the problem type, as we have found similar bifurcation structures in the optimal threshold settings for measures other than mutual information, including correlation coefficient and mean square error distortion (error variance), and other signal and noise distributions. Finally, it is evident that above a certain value of \( \sigma \) the SSR situation is optimal. That is, the optimal quantization for large noise is to set all thresholds to the signal mean.

4.1. Point density function

We now mathematically describe the observations made above. For the purposes of optimization, the ordering of the optimal threshold vector, \( \theta^* \), is not important. However, to simplify the mathematical description, we now introduce an ordered sequence notation for the optimal thresholds. Specifically, we label the \( i \)th optimal threshold value as \( \theta_i^* \), so that the sequence \( \theta_i^* \) is nondecreasing. In the absence of noise, it is straightforward to show that each optimal threshold is given by \( \theta_i^* = F_i^{-1} \left( \frac{1}{N+1} \right) \), where \( F_i^{-1}(\cdot) \) is the inverse cdf of the signal.

We now introduce a concept used in the theoretical analysis of high resolution quantizers in information theory—that of a quantizer point density function, \( \lambda(x, \sigma) \), defined over the same support variable as the source pdf, \( P(x) \) [9]. The point density function has the property that \( \int \lambda(x) dx = 1 \), and usually is only used in the context where the number of thresholds is very large. In this situation, the point density function gives the density of thresholds across the support of the signal pdf.

We observe from Fig. 4 that our empirically optimal threshold sequence, \( \theta_i^* \), can have at most \( k(\sigma) \) unique values, where \( 1 \leq k \leq N \). When bifurcations occur as \( \sigma \) increases, \( k(\sigma) \) may either decrease or remain constant.

We now denote \( v(j, \sigma) \) as the fraction of the total thresholds in the \( j \)th cluster at noise intensity \( \sigma \), where \( j \in \{1, \ldots, k(\sigma)\} \), so that \( \sum_{j=1}^{k(\sigma)} v(j, \sigma) = 1 \). Thus, \( v(j, \sigma) \) is the size of the \( j \)th cluster divided by \( N \). Denote the value of the \( j \)th cluster as \( \theta_j \), so that the size of the cluster at \( x = \theta_j \) is \( N v(j, \sigma) \). As with the ordered optimal threshold sequence, we can define an ordered sequence of cluster values as \( \{\Theta_j^*(\sigma)\}_{j=1}^{k(\sigma)} \). Unlike the optimal threshold sequence, this sequence is strictly increasing with \( j \).

We are now able to write a point density function as a function of \( \sigma \) to describe our empirically optimal threshold configuration. This is

\[
\lambda(x, \sigma) = \sum_{j=1}^{k(\sigma)} v(j, \sigma) \delta(x - \theta_j),
\]

where \( \delta(\cdot) \) is the delta function. We also note that \( \int_{-\infty}^{\infty} \lambda(x, \sigma) dx = \frac{1}{N(\sigma)} \sum_{j=1}^{k(\sigma)} v(j, \sigma) = 1 \). For the special case of \( \sigma = 0 \) we can write the analytically optimal point density function as

\[
\lambda(x, 0) = \frac{1}{N} \sum_{j=1}^{N} \delta(x - F_{\sigma}^{-1} \left( \frac{i}{N+1} \right)),
\]

4.2. Explanation of the bifurcations

The discontinuous bifurcations in the optimal threshold diagram are due to the presence of many locally optimal threshold configurations. In fact, numerical experiments find that for every value of \( \sigma \), there is at least one locally optimal solution—that is a set of threshold values giving a gradient vector of the mutual information with respect to \( \{\theta_i^*\} \) of zero—corresponding to every possible integer partition of \( N \). For each partition, there are as many locally optimal solutions as there are unique orderings of that partition. For small \( \sigma \), all of these local optima are unique. As \( \sigma \) increases, more and more of these local optima bifurcate continuously to become coincidental with other local optima. For example, a local optimum corresponding to \( k = 3 \) clusters, with \( \{N v(j, \sigma)\} = \{4, 7, 4\} \) might have \( \theta_2 \) and \( \theta_3 \) converge to the same value with increasing \( \sigma \). At the point of this convergence, a bifurcation occurs, and the local optimum becomes one consisting of \( k = 2 \) clusters, with \( \{N v(j, \sigma)\} = \{7, 8\} \).

5. Behavior for large \( N \)

We can make some analytical progress on the solution to problem (5) by allowing the population size \( N \) to become very large, a case that is biologically relevant [25]. Hence, if we let \( N \rightarrow \infty \), and divide the optimal threshold sequence by \( N \), then the result approximates a strictly nondecreasing, function \( \Theta(z) \), defined on the continuous interval \( z \in [0, 1] \). For the noiseless case \( \Theta(z) = F_x^{-1}(z) \), so that

\[
\lim_{N \rightarrow \infty} \lambda(x, 0) = \int_{0}^{1} \delta(x - F_x^{-1}(z)) dz = P(x),
\]

that is, the point density function is the pdf of the signal.
However, for nonzero noise, our numerical solutions of problem (5) indicate that even for very large $N$ the clusters and bifurcation structure persists. Hence, if we assume that this is the case also for infinite $N$, there must be a transition at some $\sigma$ from a continuously valued to a discretely valued optimal $\Theta(z)$. This is the reason that we claim the optimal threshold distribution contains point singularities for $\sigma > 0$.

Furthermore, our numerical results indicate that the locations of each bifurcation tend to converge to the same value of $\sigma$ as $N$ increases. Under the assumption that this holds for infinite $N$, we are able to make use of an approximation to the mutual information to find the location of the final bifurcation, that is the smallest noise intensity for which SSR is the optimal coding strategy.

This approximation relies on an expression for a lower bound on the mutual information involving the Fisher information, $J(x)$, and the entropy of an efficient estimator for $x$. Fisher information has previously been used to study SSR [18,26] and is a measure of how well the input signal, $x$, can be estimated from a set of $N$ observations. In the limit of large $N$, the entropy of an efficient estimator approaches the entropy of the input signal, and if the distribution of this estimator is Gaussian then the lower bound becomes asymptotically equal to the actual mutual information [6,26]. This means that the mutual information can be written as

$$I(x, y) = H(x) - 0.5 \int x P(x) \log_2 \frac{2 \pi e}{J(x)} \, dx. \quad (8)$$

For a zero mean Gaussian input signal Eq. (8) becomes

$$I(x, y) = 0.5 \int x P(x) \log_2 \sigma^2 J(x) \, dx. \quad (9)$$

The Fisher information for a given input sample, $x$, for the system in Fig. 1 is

$$J(x) \approx \frac{\left( \sum_{i=1}^{N} \frac{d \hat{P}_i(x)}{dx} \right)^2}{\sum_{i=1}^{N} \sum_{j=1}^{N} \frac{d \hat{P}_i(x)}{dx} \frac{d \hat{P}_j(x)}{dx}} = \frac{\left( \sum_{i=1}^{N} R(\theta_i - x) \right)^2}{\sum_{i=1}^{N} \sum_{j=1}^{N} \hat{P}_i(x)(1 - \hat{P}_j(x))}.$$

Thus, $\Theta(z)$ can be obtained by maximizing Eq. (9), given assumptions on values of $k(\sigma)$ and $v(j, \sigma)$. Our empirical results for small $N$ show that for $\sigma$ just smaller than the first bifurcation, $v(1, \sigma) = v(2, \sigma) = 0.5$, and that $\lambda(x, \sigma) = 0.5 \delta(x - t) + 0.5 \delta(x + t)$, where $t \geq 0$. Under the assumption that this holds for very large $N$, it is straightforward to numerically find the value of $t$ that maximizes Eq. (9) for any given $\sigma$. This maximization finds that the asymptotic location of the first bifurcation is at $\sigma \approx 0.865$. This has been verified without recourse to the Fisher information approximation for $N$ up to 20000.

Note that this value of $\sigma$ corresponds to an input SNR in the order of 0 dB. This is particularly interesting given that SNRs of about this magnitude are typical for sensory neural coding [1], and indicates that perhaps sensory neural populations have evolved to make use of this noise. If the noise signals in a number of otherwise identical neurons are independent, then as demonstrated in [12], the SSR effect can be exploited to overcome the noise, while simultaneously encoding the signal in a quantized manner. Furthermore as demonstrated in principle here, for sufficiently large noise, it is optimal in this situation for all neurons to be identical, rather than to have different threshold values.

6. Conclusion

To summarize, we have shown that the optimally quantized encoding of a Gaussian input signal by an array of independently noisy threshold devices contains point singularities in its threshold distribution, the number of which decreases in a series of bifurcations as the noise intensity increases. We have also found that for large enough noise, the optimal encoding is for all thresholds to be equal to the signal mean. This shows that SSR is a form of threshold-based SR that can be optimal. Finally, a Fisher information approach has shown that for very large population sizes, and Gaussian signal and noise, the noise intensity at which SSR becomes optimal converges to $\sigma \approx 0.865$, which means an input SNR in the order of 0 dB. This result corresponds well with measurements of the SNR in real sensory neurons.
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