Ionization of Rydberg Atoms by Subpicosecond Half-Cycle Electromagnetic Pulses

R. R. Jones, D. You, and P. H. Bucksbaum

Physics Department, Randall Laboratory, University of Michigan, Ann Arbor, Michigan 48109-1120
(Received 17 November 1992)

We have ionized Rydberg atoms using subpicosecond half-cycle electromagnetic pulses. The threshold electric field required to ionize a Rydberg state with effective quantum number \( n^* \) is found to scale as \( n^{*2} \) for states with \( n^* > 13 \) in contradistinction to the \( n^{*4} \) threshold scaling for static field ionization and high order multiphoton ionization. This novel result is explained using a classical model.

PACS numbers: 32.80.Rm

The ionization of atoms by pulsed electromagnetic radiation has been studied using pulsed lasers [1], microwaves [2,3], and ramped dc electric fields [4]. However, until very recently, the temporal width of available pulses was quite large compared to the internal time scales of the atoms under study. In the last decade, however, ultrashort (< 100 fs) laser pulses have been produced, which have durations of only tens of optical cycles [5,6]. Ionization in these laser fields can differ drastically from ionization with longer pulses because the large laser bandwidth may coherently excite several atomic states [7].

We have extended the study of ionization by coherent broadband laser pulses to its logical limit by employing ultrashort, half-cycle electromagnetic pulses. Half "optical-cycle" pulses with widths \( \tau < 200 \) fs have been created in photoconducting semiconductor switches illuminated by 100 fs laser pulses [8]. These freely propagating electromagnetic pulses have central frequencies around 1 THz (33 cm\(^{-1}\)). We have succeeded in increasing the available pulse energy by more than an order of magnitude, and have demonstrated that peak fields in excess of 100 kV/cm can be produced in a nearly unipolar 500 fs electric field pulse [9]. While these fields are still insufficient to ionize the ground state of atoms, they are quite capable of ionizing high-lying Rydberg states.

We have studied the ionization of Na Rydberg atoms using freely propagating, 500 fs single-polarity pulses. Complete ionization of Rydberg states with principle quantum number \( n > 13 \) is observed. We show that Rydberg states subjected to these short pulses begin to ionize when the peak electric field is proportional to their binding energies. In contrast, ionization of atoms by relatively long (\( \mu \)s) microwave pulses and ramped dc electric fields requires peak fields which scale as \( n^{-5} \) and \( n^{-4} \), respectively [3,4]. The novel threshold field scaling can be explained by classical mechanics.

In the experiment, two tunable dye lasers excite ground state Na atoms to a Rydberg state. The half-cycle pulse (HCP) is then weakly focused on the Rydberg atoms. Any ions formed by the HCP are collected using a microchannel plate (MCP) detector. We record the number of ions (or electrons) which are produced as a function of the peak electric field in the HCP.

The source of the HCP [10] is a thin (0.5 mm) GaAs semiconductor wafer with a surface area of \( \sim 3 \) cm\(^2\). An electric field \( (E < 10 \) kV/cm) is applied parallel to the surface of the GaAs. The electric field is then shortened across the semiconductor surface by illuminating one side of the wafer with 100 fs, 770 nm laser pulse, which drives the GaAs into conduction. A substantial fraction of the radiated energy from the rapidly accelerating electrons in the photoconductor is transmitted through the wafer in the form of a spatially coherent electromagnetic pulse. At least 80% of the energy in the coherent radiation resides in a \( \tau_{\text{HCP}} \sim 500 \) fs, single-polarity pulse. This HCP is polarized in the direction of the bias field in the wafer and has a bandwidth of \( \sim 1 \) THz. The peak electric field in the HCP is proportional to the bias field. An electric field autocorrelator [8] allows us to determine the bandwidth of the HCP, and cross correlation techniques are used to infer temporal pulse shapes [9]. A typical interferogram, frequency spectrum, and fitted electric field shape are shown in Fig. 1 [9].

The ultrashort laser system used to generate the HCPs is quite involved, and has been described elsewhere [6].

**FIG. 1.** Electric field autocorrelation as a function of delay in one leg of the Michelson interferometer. Inset (a): Frequency spectrum of the HCP. Inset (b): Inferred temporal pulse shape of the HCP.
Briefly, the 100 fs, 770 nm laser pulses originate in a self-mode-locked Ti:Al₂O₃ oscillator and are amplified in a chirped pulse amplifier (CPA). Pulse energies of 10 mJ are available; however, we find that GaAs generates HCPs with maximum field amplitudes for a laser fluence on the wafer surface of only 40 μJ/cm² [9].

Na atoms are produced in ns or nd Rydberg states via two photon excitation through the 3p_{1/2} resonance line. The frequency of the second photon is tuned to excite a single Rydberg state between n = 12 and 50. Both photons are linearly polarized in the same direction, and we excite states with |m_j| = 1/2 only, where m_j is the quantum number associated with the projection of the total angular momentum along the laser polarization axis. The thermal Na beam originates in a resistively heated oven in a vacuum chamber with a base pressure of 5×10⁻⁸ Torr. The HCP is generated in the vacuum chamber and the orientation of the various beams and components is shown in Fig. 2. The HCP enters the interaction region ~50 ns after the Rydberg states have been excited. The pulse, which is linearly polarized in the same direction as the dye lasers, is weakly focused by a gold parabolic mirror to a 6 mm waist at the laser-atom interaction region between two parallel capacitor plates. 100 ns after the HCP, a small (~50 V/cm) electric field is applied between the capacitor plates forcing any ions formed by the HCP through a 2 mm diam hole in the upper plate towards the MCP. The small extraction hole allows us to ignore any spatial variation in the HCP. The change in the ion current is recorded as a function of peak field in the HCP as the bias field on the GaAs wafer is varied.

Several typical electric field scans are shown in Fig. 3. Here, the dye lasers are tuned to excite the 35d, 20d, or 15d state. Note that the ionization thresholds are quite broad. This effect is not due to experimental artifacts, but instead is inherent in the ionization process as discussed below.

Three independent sets of threshold measurements were made using two different GaAs photoconductor in identical configurations. The energy and waist of the HCP at the laser-atom interaction region were measured outside of the vacuum chamber. The calibration of the peak electric field in the pulse assumed a Gaussian temporal profile with the width of the large half cycle shown in Fig. 1(b). The calibration gives a peak electric field in the interaction region which is 25% higher than the bias field applied across the GaAs surface with an estimated 90% of the radiated energy contributing to the HCP (see inset, Fig. 1).

Figure 4 shows the measured electric fields needed to ionize 10% and 50% of the Rydberg state population. The data are the average of the three runs. The field needed to ionize 10% of the s or d states follows a clear n^{−2} scaling, where the effective quantum number n* is defined in terms of the Rydberg state energy E = −½n*² a.u. The field needed to ionize 50% of the atoms scales as n*⁻³/₂.

The problem of ionization of Rydberg states by a 500 fs, single-polarity pulse is quite different from ionization by a similarly shaped 500 ns pulse. The long pulse amplitude varies slowly compared to the atomic time scale (i.e., the Kepler period of a classical electron, τₖ = 2πn*³ a.u.). The energy levels of the atom during the pulse are approximately equal to the static field Stark states. With increasing electric field, population in a given Rydberg state moves out along one (adiabatic) or several (diabatic) discrete energy levels until the classical field ionization limit is reached. This field is proportional to n*⁻⁴.
Figure 4. Experimental ionization thresholds as a function of peak field in the HCP. \(\Theta\): d states, 10% ionization; \(\Phi\): s states, 10% ionization; \(\Delta\): d states, 50% ionization; \(\times\): s states, 50% ionization. The data clearly show the broadening of the thresholds at higher values of \(n^*\). The solid lines drawn through the data have slopes of \(-2\) and \(-\frac{1}{2}\) for 10% and 50% ionization, respectively. The dashed line shows the "long pulse" diabatic field ionization limit \(\frac{1}{2}n^*\).

Very little energy is exchanged between the slowly changing field and the Rydberg electron (the small amount is due to the dc Stark shift) and ionization occurs because of the lowering of the Coulomb potential barrier at large radius on one side of the atom.

In contrast, the 500 fs HCPs have a pulse duration \(\tau_{HCP} < \tau_k\) for all Rydberg states with \(n^* > 14\). Therefore, the quasistatic ionization model fails and the ionization process must proceed through a significant exchange of energy between the Rydberg electron and the rapidly changing electric field. The lowering of the Coulomb barrier occurs briefly, but negative energy electrons remain bound to the nucleus when the electric field amplitude returns to zero. In classical terms, ionization occurs when the HCP gives the electron an energy "kick" which is greater than its binding energy in the absence of the pulsed field.

A simple classical model explains the observed energy scaling of the ionization threshold. The energy gained by a bound electron which is exposed to a time-varying electric field pulse is

\[
\Delta E = -\int F(t) \cdot v(t) dt ,
\]

where \(F(t)\) is the electric field in the pulse, and \(v(t)\) is the velocity of the electron (atomic units are used unless otherwise noted). The minimum field at which ionization occurs is obtained by setting the energy gain equal to the binding energy of the atom and maximizing the integral in Eq. (1). Obviously, the integral is maximized if the velocity of the electron is antiparallel to the direction of the electric field throughout the HCP. Hence, the threshold field required to ionize an electron in a one-dimensional orbit sets a lower limit on the field required to ionize an electron in three dimensions.

At small distances from the nucleus, the velocity of a Rydberg electron is a maximum and is virtually independent of its total energy \(v = \sqrt{2/\lambda} \left[\lambda - O(x/n^*)\right]\). Therefore, the velocity is also independent of energy shifts comparable to the binding energy due to the HCP and Eq. (1) simplifies to

\[
1/2n^* = \int F(t) \sqrt{2/\lambda(t)} dt .
\]

Clearly, the smallest value of the peak field \(F_0\) which satisfies Eq. (2) is obtained if the electron is located at the nucleus at the beginning or end of the HCP. Using this condition and modeling the HCP as an inverted parabola, Eq. (2) gives

\[
F_0 \approx 2/5n^* \tau_{HCP}^2 .
\]

For a 500 fs HCP, \(F_0 = 2.7 \times 10^6 n^{-2} V/cm\), which is in good agreement with the experimental 10% ionization result of \(F_0 = 2.0 \times 10^6 n^{-2} V/cm\).

A more sophisticated analysis can be performed by numerical integration of the classical equations of motion for an electron in a Rydberg orbit which is subjected to a HCP. The formulation proceeds as follows. An electron is placed at some position in a Rydberg orbit of given energy and angular momentum. The position and velocity of the electron are tracked as the HCP turns on and then off. After the external electric field has been removed, the energy and angular momentum of the electron are recorded. The procedure is then repeated for a different initial position in the orbit. The theoretical data are normalized according to the classical probability for finding the electron at the position which is the starting point of the integration. This normalization accurately reproduces the quantum mechanical expectation values of \(\langle r^2 \rangle\), \(\langle r \rangle\), \(\langle r^{-1} \rangle\), and \(\langle r^{-2} \rangle\). In this way we can evaluate the probability for ionizing a quantum electron using the classical equations of motion.

The results of the calculation exhibit the same \(n^{-2} \approx 2/3\) threshold field scaling that was obtained from the one-dimensional model. The good agreement between the measured and calculated ionization probabilities is evident in Fig. 3. Note that the experimental and theoretical electric field scales in Fig. 3 differ by a factor of 2.5, so that the agreement is only qualitative. The classical result predicts that the \(n^{-2}\) scaling is valid even for states where \(\tau_{HCP} \approx \tau_k\), a property which is clearly exhibited in the data.

Only those electrons which are near the nucleus during the HCP can ionize at the classical threshold. Hence, the \(n^{-2}\) scaling is only observed for small ionization fractions due to the small probability for finding the electron near the ion core during the peak of the electric field pulse. However, unlike a short laser pulse, the HCP changes the energy of a free electron. Therefore, the
atomic electron can increase (or decrease) its energy at any distance from the nucleus. The extra energy needed to ionize the electron can be acquired over the entire classically allowed region and not just at small radii. In general, a higher peak field is needed to ionize electron probability which is at a large distance from the nucleus. Hence, there is an inherent width to the ionization probability due to the different energy boost that the electron receives depending on its location during the peak of the HCP. This broadening increases with $n^*$ since the probability of finding the electron near the core decreases as $n^* \rightarrow 0$. Experimental verification of this effect is shown in Fig. 4 where the difference in the scaling of the 50% ionization data compared to the 10% ionization data is quite clear.

The numerical integration of the classical equations of motion also predicts a width to the ionization threshold. We can define a scaled width parameter

$$Q = 2 \frac{F_{50\%} - F_{10\%}}{F_{50\%}},$$

where $F_{50\%}$ and $F_{10\%}$ are the fields at which 50% and 10% ionization occur, respectively. The experimentally determined $Q$ parameters range from approximately 0.8 to 0.4 and are typically within 15% of the classical predictions. Figure 3 clearly shows that for the lowest values of $n$, the agreement is somewhat less impressive and the maximum deviation is 40%.

The results of the classical simulation reduce to those of diabatic field ionization for $\tau_{HCP} > \tau_K$ and show a threshold field scaling of $\approx \frac{1}{n} n^*$. Unfortunately, the maximum field amplitude which can be produced using the present apparatus is too low to observe total ionization of states with $n^* < 14$ ($\tau_{HCP} \approx \tau_K$ for $n^* = 15$). Therefore, the prediction of the classical model cannot be stringently tested. However, the data are consistent with a $\frac{1}{n} n^*$ scaling for the lower $n$ values where $\tau_{HCP} \approx \tau_K$.

Although the classical description of the ionization process seems to be in good agreement with our observations, a quantum description is still desirable. Unfortunately, an integration of the full time-dependent Hamiltonian is difficult because the number of states resonantly coupled to the initial state by the HCP is divergent. Single photon transitions are allowed between almost any pair of states with opposite parity. A Floquet description of the atom dressed by the time-varying HCP is completely invalid since the bandwidth of the pulse is greater than its central frequency. Of course, the features that make the quantum analysis so difficult (i.e., broad bandwidth and large density of essential states) may be responsible for the good agreement with the classical theory.

In conclusion, we have observed a new $n^* \rightarrow 2$ threshold field scaling in the ionization of Rydberg atoms by half-cycle, subpicosecond radiation. The scaling which applies to states whose classical periods are greater than the pulse duration can be explained in terms of a classical picture. The classical model is also in good agreement with the observed width of the ionization thresholds.
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