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I. INTRODUCTION

Recently, there has been much interest in the use of information theory for the analysis of neural coding. It is also known that despite often operating with very low signal to noise ratios, the brain is able to efficiently encode and process information. One of the possible mechanisms behind this is known as stochastic resonance, which is the name for a broad class of phenomena in which a nonlinear system’s performance is optimized by the presence of noise. In particular, it has been shown that the mutual information between the input and output of a population of \( N \) identical neurons subject to uncorrelated noise is optimized by a certain non zero noise intensity \([1]\). The reason for this is that all the neurons in the population are taken to be identical threshold devices that receive the same signal, with the encoding given by the number of neurons, \( y \), that fire for a given input sample, \( x \). In the absence of noise, all neurons either fire or do not fire and the output is binary. When \( iid \) additive noise is present at the input of each neuron the result is the effective randomization of the \( N \) threshold values and all \( N + 1 \) output states are realizable. The result is a non-deterministic analog to digital conversion of the signal, similar to dithering. The optimal SNR is the one for which the mutual information between the input signal and the encoding is a maximum.

II. PROBLEM FORMULATION AND RESULTS

In this paper we investigate the optimality of this encoding by relaxing the constraint of identical threshold values for each neuron and determining the optimal encoding for a range of SNR’s. The population of neurons can be considered a semi-continuous information channel so that for a given input probability density of \( P_x(x) \), the mutual information is

\[
I(x,y) = -\sum_{n=0}^{N} P_y(n) \log_2 P_y(n) - \int_{-\infty}^{\infty} P_x(x) \sum_{n=0}^{N} P(n|x) \log_2 P(n|x) dx,
\]

where \( P_y(n) = \int_{-\infty}^{\infty} P(n|x) P_x(x) dx \) is the probability of the output being \( y = n \). \( P(n|x) \) gives the probability of encoding input value \( x \) with output state \( y \). We have previously \([2]\) described an efficient means of calculating these transition probabilities numerically for given \( N, P_x(x) \) and threshold values, and using this technique we are in a position to solve our stated objective, which is to solve the noisy optimal quantization problem

\[
\text{Find: } \max_{\theta_n \in \mathbb{R}} I(x,y), \quad \text{subject to: } \theta_n = R, \ (n = 1, \ldots, N), \quad (1)
\]

Our numerical solutions to \((1)\) show several interesting features, including a bifurcational structure where as the signal to noise ratio decreases, more and more thresholds coincide to the same values. This effect is shown in Fig. 1 which was produced for a Gaussian input signal, and \( iid \) additive Gaussian noise at the input to each of \( N = 127 \) neurons. However, the most important result is that we have found for very low signal to noise ratios, the optimal solution is the most biologically plausible one, that of all thresholds to be equal to the signal mean, as in the original work in \([1]\). Furthermore, we have shown using Fisher information that the value of SNR at which this last bifurcation occurs asymptotically approaches a fixed value of SNR of about 0 dB, for large \( N \). This result indicates that in the presence of low SNR’s, populations of neurons may be able to effectively encode information in a manner similar to a flash analog to digital converter, despite possessing identical thresholds.
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