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ABSTRACT

We study aperiodic stochastic resonant data storage in an extended system evolving on directed small-world
networks. Each node of the network represents a dynamical bistable system, and nodes are randomly connected
by the directed shortcuts with a rewiring probability. The constructive role of the internal noise and the random
connectivity is characterized by the bit error rate and demonstrated in numerical simulations. Random internal
noise in each node enhances the survival of a short-time length of binary signal via aperiodic stochastic resonance.
Interestingly, random connectivity further improves the propagation time of binary information through the
small-world architecture.

Keywords: Bistable system, Aperiodic stochastic resonance, Internal noise, Random connectivity, Directed
small-world network

1. INTRODUCTION

Currently, it is well known that noise in nonlinear systems has a profound effect on their dynamics. Noise-
enhanced phenomena such as stochastic resonance (SR) and coherence resonance have fueled studies across
diverse fields of research over decades.1,2 Originally, the majority of noise-enhanced phenomena dealt with the
dynamics of an individual nonlinear system. The prototype SR model is an overdamped bistable system, which
was used to describe the earth’s climatic change.3 Later, non-bistable systems, such as the excitable system4

and the threshold detector,5 have been introduced to pave the way for applications of SR in neurophysiology.
Meanwhile, researchers considered the influence of structure on SR,6–15 because structure always affects func-
tion.16,17 The regular structure of nonlinear systems was first introduced in the study of globally coupled or
uncoupled bistable systems.6,7 Some interesting studies are worthy of notice, e.g. array enhanced SR in a chain
of identical resonators,8 SR without tuning9 and suprathreshold SR in a parallel array of uncoupled nonlinear
systems,10 spatiotemporal SR in excitable media,11 stochastic resonant memory storage device in a ring,12 and
noise-enhanced memory in neural networks.13–15 The common feature of these studies is that the structure of
extended systems is regular.6–15

Although regular network is a useful idealization, many real networks exhibit various network topologies. One
of the most interesting network structures is a small-world model between regular and random networks studied
by Watts and Strogatz.16,18 If the networks are directed and exhibit links that are definitely asymmetric, i.e.
directed small-world network.21 Researchers found that dynamical systems coupled in the small-world structure
display enhanced signal propagation speed, synchronizability and computational power, as compared with regular
lattices of the same size.16–23 It is worthy of noting that this kind of structure existed before the term of small-
world was coined.16–18,24–26 For example, small-world neuron connectivity in the cortex or other brain regions
was observed to improve the function of neural networks.24–26 Naturally, the focus of SR studies has also shifted
from the regular structure of nonlinear extended systems towards more complex networks, especially small-world
networks.27–34 SR of a coupled array of bistable oscillators with small-world connectivity was first studied.27

It is found that temporal SR and spatial synchronization of the oscillators can be considerably improved upon
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Figure 1. An example of a directed small-world network with N = 24, ρ = 1/4 and 6 shortcuts. Each node represents a
dynamical nonlinear system, and arrows mean the direction of signal propagation. Here, s(t) is the binary pulse-amplitude
modulated signal and survives for a time length T . The buffer stores the output of the 24th node for a time length larger
than T , and, after each loop of network evolution, pours the stored data into the first node as its input.

increasing the order of randomness of the network due to the long-range coupling.27 The SR behavior of
an Ising model was researched in the presence of temporally oscillating external magnetic fields.30 Since the
small-world network is confirmed in neuroscience to a great extent,24–26 the FitzHugh-Nagumo28,29,31,34 and
Hodgkin-Huxley33 neuron models were also extensively investigated. The impact of subthreshold pacemaker
activity on the temporal dynamics of noisy excitable small-world networks was studied with a view to medical
applications.32 These studies show that noise plays a positive role in network dynamics, and the small-world
structure also presents a crucial role in network evolution and function.

Thus, we recognize that noise and complex structure are both constructive ingredients from the perspective of
nonlinear dynamical systems. In this paper, we will study aperiodic stochastic resonant data storage in bistable
systems evolving on a directed small-world network. It has been shown that the ring of bistable systems as a
short-term memory device in which the stored sinusoidal wave is sustained by internal noise.12 The long-term
noise-induced memory was described in one-dimensional coupled excitable systems.15 In our work, we mainly
explore the roles of both the small-world topological network of dynamical systems and internal noise in the
short-term binary modulated signal storage. We first introduce how the directed links grow into the small-
world networks, and then drive the network with a short-term binary signal by varying other parameters. The
performance of network is measured by the bit error rate (BER) and the simulation results demonstrate the
positive roles of both the internal noise in network and the random connectivity of network.

2. DIRECTED SMALL-WORLD MODEL OF BISTABLE SYSTEMS

We consider the topology of a directed small-world network shown in Fig. 1, composed of N = 24 vertices with
bonds between nearest neighbors and periodic boundary conditions (the lattice is a ring initially). There are N
link edges and the links between vertices are directed by arrows.19,21 Then, this original lattice is rewired at
random with rewiring probability ρ, so that there are ρN shortcuts on average. Note that the number of both
vertices and original edges remain unchanged.19 In this model, the average coordination number z is z = 2(1+ρ).
This model is equivalent to the Watts-Strogatz model for small ρ, whilst being better behaved19 when ρ becomes
comparable to 1 . An example of this model is shown in Fig. 1.
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Each node represents a bistable oscillator, and their dynamics are governed by

τa
dx1(t)

dt
= x1(t) − x3

1(t)
X2

b

+ s(t) + εxN (t − T ) + η1(t),

τa
dxi(t)

dt
= xi(t) − x3

i (t)
X2

b

+ εxi−1(t) +
∑

j<i−1

εijxj(t) + ηi(t), i, j = 2, 3, . . . , N, (1)

where the real tunable array parameters τa and Xb are in the dimensions of time and amplitude, respectively.35

The first bistable oscillator is subject to a baseband binary pulse amplitude modulation signal s(t) lasting the
time length T , where s(t) = A corresponds to digit 1 and s(t) = −A to digit 0 within a time interval of tp. Here,
A is the pulse amplitude and tp is the pulse duration. Thus, there are T/tp bits of the information content in s(t).
At the same time, zero-mean Gaussian white noise ηi(t), together with and independent of s(t), is applied to
each oscillator of the small-world model. The N internal noise terms ηi(t) are mutually independent35 and have
autocorrelation 〈ηi(t)ηi(0)〉 = 2Dδ(t) with a same noise intensity D. The coupling strength of the original ring
is ε and ε > 0, while the the coupling εij between two oscillators are determined by the coupling pattern of the
small-world model. If two oscillators are coupled and εij = ε, otherwise εij = 0. The link of signal propagation
is directed (asymmetric), and the index j < i − 1 for i, j = 2, 3, . . . , N in Eq. 1. Note that the input signal s(t)
only exists for a time length of T , and the evolution of network will be sustained by the internal oscillations xi(t)
after t > T .

Rescale the variables according to

xi(t)/Xb → xi(t), A/Xb → A,D/(τaX2
b ) → D, t/τa → t, T/τa → T, tp/τa → tp, ε → ε, εij → εij , (2)

where each arrow points to a dimensionless variable. Equation (1) is then recast in a dimensionless form as

dx1(t)
dt

= x1(t) − x3
1(t) + s(t) + εxN (t − T ) + η1(t),

dxi(t)
dt

= xi(t) − x3
i (t) + εxi−1(t) +

∑

j<i−1

εijxj(t) + ηi(t), i, j = 2, 3, . . . , N. (3)

Here, s(t) is a subthreshold input as the dimensionless amplitude A < Ac = 2/
√

27 ≈ 0.385, otherwise a
suprathreshold signal.1,35 In this paper, we numerically integrate the stochastic differential equation36 of Eq. (3)
using the Euler-Maruyama discretization method with a small sampling time step ∆t � tp. The continuous
noise background in the input power spectral density, is specified by the variance σ2 = 2D/∆t. Here, the rms
amplitude of internal noise ηi(t) is σ.

After the time span of nT (n = 1, 2, . . .), we sample the output xN of the last node at equispaced times
tj = (n − 1)T + jtp for j = 1, 2, . . .. Then, each xN (tj) is compared to the decision threshold � = 0 for decoding
the digits 0 or 1: If xN (tj) > 0, the decoded digit is one, otherwise it is zero.36 An information measure, the
BER, will be used to quantify the performance of this small-world network for data storage. We assume that
the input binary digits occur with equal probabilities, i.e., P (0) = P (1) = 1/2, and are statistically independent.
P (0) and P (1) represent the probabilities of digits 0 and 1 at the input, respectively. In the presence of noise,
P (0|1) is the probability of error for the decoded output to be 0 when the input digit is 1, and conversely for
P (1|0). Thus, the total probability of error Pe reads

Pe = P (0)P (1|0) + P (1)P (0|1). (4)

Since each erroneous output digit will lose one bit of information, Pe is also called the BER. However, the time
delay of the network output is considerable large, and the input-output synchronization loses. Here, we compare
the input binary information with the decoded digits by interleaved subscript. In the following simulation
experiments of Sec. 3, the minimal value of Pe yielded by interleaving comparison is recorded as the final
simulation result.
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Figure 2. The BER Pe as a function of the internal noise rms amplitude σ for the signal amplitude A = 0.2 and several
probabilities ρ (see legends). The coupling strength is (a) ε = 0.9, (b) ε = 1.05 and (c) ε = 1.5.
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Figure 3. The BER Pe as a function of the internal noise rms amplitude σ for the signal amplitude A = 0.4 and several
probabilities ρ (see legends). The coupling strength is (a) ε = 0.9, (b) ε = 1.05 and (c) ε = 1.5.
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Figure 4. The BER Pe as a function of the evolution time of nT for the signal amplitude (a) A = 0.35 (subthreshold)
and (b) A = 1.0 (suprathreshold). Here, the internal noise rms amplitude σ = 6, several probabilities ρ are indicated in
legends and the coupling strength is ε = 1.05.

3. EXPERIMENTAL RESULTS

In numerical simulations, we generate ten different directed small-world networks for a given rewiring probability
ρ, and each kind of network represents a specific connected pattern with a same rewiring probability.19,27 The
average results will be plotted for the cases considered in this paper.19,27 We simulate the network model of
Eq. 3 in these conditions: (i) For a given evolution time of 3T , we analyze the effect of aperiodic SR for different
values of the amplitude A, the coupling strength ε and the rewiring probability ρ; (ii) Some sets of parameters
A, ε and ρ are selected, and the performance of networks will be depicted as a function of the evolution time of
nT (n = 1, 2, · · ·) in a given internal noisy environment.

Figure 2 shows the BER of Pe as a function of internal noise rms amplitude σ for A = 0.2 for various values
of ρ and ε. The total evolution time of network is three loops of 3T . Here, s(t) is a subthreshold input signal
with tp = 20, and lasts in a time length of T = 900. The conventional aperiodic SR is obvious in Fig. 2. We
see that the aperiodic SR effect can be enhanced by the increase of the rewiring probability ρ for ε = 0.9 < 1
and ε = 1.05 > 1, as shown in Fig. 2 (a) and (b), respectively. The best performance of Pe occurs at ρ = 1
(square) and σ = 6. However, if a strong coupling strength ε = 1.5, increasing the random connection of ρ will
weaken the aperiodic SR effect, as shown in Fig. 2 (c). The lowest Pe corresponds to the probability ρ = 0 and
the increase of randomly shortcuts will be useless for improving the BER. Thus, the positive role of the random
connectivity of networks is close relative to the coupling strength ε.

When we increase the input signal amplitude A to 0.4 (A > Ac), s(t) is a slightly suprathreshold input. The
performance of networks Pe, as a function of internal noise rms amplitude σ, is plotted in Fig. 3 for various values
of ρ and ε. We find that the aperiodic SR disappears for weak coupling strength ε = 0.9 and rewiring probability
ρ = 0, as shown in Fig. 3 (a) (pluses). Upon increasing ε and ρ, the conventional aperiodic SR and the residual
aperiodic SR36 will occur, as illustrated in Fig. 3 (a) and (b). The curve of residual aperiodic SR first starts
from zero value of Pe as A > Ac, and then reaches to a relative higher value of Pe due to the injection of internal
noise, and finally evolves as the curve of the conventional aperiodic SR effect.36 This feature is more obvious
for a large coupling strength ε = 1.5, as shown in Fig. 3 (c). Also, Fig. 3 (c) indicates that the increase of the
rewiring probability ρ degrades the effect of residual aperiodic SR, e.g. Pe of the network with ρ = 1 as plotted
in Fig. 3 (c) (squares). Other values of input signal amplitude A are also adopted in numerical simulations, such
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as A = 0.35 < Ac (not shown here). The same results are obtained: For weak coupling coefficient (ε = 0.9 < 1)
or slightly strong coefficient ε = 1.05 > 1, the random connected shortcuts will enhance the performance of
network. At an optimal regions of internal noise intensity, the higher ρ is, the lower Pe is calculated. However,
increasing the rewiring probability ρ will be harmful for a strong coupling strength of ε = 1.5.

For a given internal noise with rms amplitude of σ = 6 and the coupling strength ε = 1.05, Fig. 4 shows
Pe versus the evolution time of nT for n = 1, 2, · · ·. An input signal with subthreshold amplitude A = 0.35 or
suprathreshold one A = 1.0, as shown in Fig. 4 (a) and (b) respectively, is injected into the network, and the total
evolution time is taken as 14T . For each loop of the simulation, we record Pe for various rewiring probability ρ.
It is seen that when the random connections of shortcuts are added gradually, Pe will be more lower even after
many loops of network evolutions, e.g. Pe = 0.09 at 8T as shown in Fig. 4 (a) (squares). Thus, we can elicit that
the increase of ρ will improve the informative data storage in a network with the coupling strength ε = 1.05 for
both subthreshold and suprathreshold inputs.

The mechanism of noise-enhanced binary information storage is due to the SR effect, as shown in Figs. 2
and 3. For a subthreshold or slightly suprathreshold input, an optimal amount of internal noise will induce the
inter-transition between bistable wells that correspond to digits 0 and 1. Too little or too much noise will cause
the switching errors resulting in higher BERs. Furthermore, when the shortcut is added into the ring structure
of the initial regular network, described by the rewiring connected probability ρ, the inter-transition switching
errors can be deduced because of the reinforcement of the input amplitude of the connected nodes. Of course,
if the internal noise is too strong and its the rms amplitude is larger than A, the addition of shortcuts to the
network enlarge the switching errors induced by noise. Thus, the network with a higher ρ yields a larger Pe

at the region of strong internal noise intensity, as plotted in Figs. 2 and 3. Similarly, if the coupling strength
is strong enough, the random connection between nodes is also of no help, as shown in Fig. 2 (c). The benefit
of the random connectivity of networks mainly depends on the coupling strength, while the constructive role of
internal noise is involved in both the coupling strength and the signal amplitude.

4. CONCLUSIONS

In this paper, we studied a directed small-world network model for storing a short-term binary information. Each
node represents a bistable dynamical system buried in an internal noisy environment. Initially, a ring structure
is operated and then some shortcuts are added to this regular network. The information stream is steered by
the directional shortcuts, i.e. flowing in a directed small-world network. For various parameters of the signal
amplitude, the coupling strength, and the rewiring connection probability, the numerical simulations show that
the aperiodic SR occurs for subthreshold or slight suprathreshold input signals, and is also enhanced by the
random connections between nodes. This point manifested in the simulation experiments considered in a fixed
time length of three loops of network evolution. In a given moderate rms amplitude of internal noise, the survival
feature of binary information was described the BER at each loop of network evolution for both subthreshold
and suprathreshold inputs. The more shortcuts is added, the lower BER is obtained at an appropriate coupling
strength. Finally, we argued that both random noise in each node and random connection between nodes of
networks are of help in the information propagation in a directed small-world network in certain conditions
considered in this paper. Future studies of such kind of networks connected with neuronal models will be of
interest.
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