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Abstract—In recent years, there has been renewed interest
in Threshold Logic (TL), mainly as a result of the develop-
ment of a number of successful implementations of TL gates
in silicon, with improved performance and power dissipa-
tion compared to conventional logic. In this work, the prob-
lem of estimating the delay of circuits based on the Charge
Recycling Threshold Logic (CRTL) gate implementation is
addressed. A delay model is developed based on the recently
proposed theory of Logical Effort. The model allows evalu-
ation and comparison of high speed designs implemented in
CRTL and conventional logic, The model is applied to the
design of the 4-bit block carry-generate function and wide
AND gates.

I. INTRODUCTION

Threshold logic (TL) was introduced over four decades
ago, and over the years has promised much in terms of
reduced logic depth and gate count compared to conven-
tional logic-gate based design. Lack of efficient physical
realizations has meant that TL has, over the years, had lit-
tle impact on VLSI. Efficient TL gate realizations have
recently become available, and a small number of appli-
cations based on TL gates have demonstrated its ability
to achieve high operating speed and significantly reduced
area [4], [6], [5], [2], [3], [10], [12].

The delay model developed in this work enables the pre-
diction of the delay of CRTL based circuits and a system-
atic comparison of CRTL designs with conventional logic.
Another motivator for developing the model is the desire
to avoid the common and largely unsatisfactory presenta-
tion of circuit performance results commonly found in the
literature in the form of delay numbers with insufficient
information to allow comparison across different process
technologies and loading conditions.

We begin in Section II by giving a brief overview of
threshold logic. This is followed by a description of CRTL
in Section III. Section IV reviews the theory of Logical Ef-

fort and the main result of the development of the proposed
delay model is given in Section V, followed by example
applications in VI. Finally a brief conclusion is given in
Section VII.

II. THRESHOLD LOGIC

A threshold logic gate is functionally similar to a hard
limiting neuron. The gate takes n binary inputs x1, x2,. . . ,
xn and produces a single binary output y. A linear
weighted sum of the binary inputs is computed followed
by a thresholding operation.

The Boolean function computed by such a gate is called
a threshold function and it is specified by the gate thresh-
old T and the weights w1, w2,. . . , wn, where wi is the
weight corresponding to the i

th input variable xi. The bi-
nary output y is given by

y =

{

1, if
∑n

i=1 wixi ≥ T
0, otherwise.

(1)

A TL gate can be programmed to realize many distinct
Boolean functions by adjusting the threshold T . For exam-
ple, an n-input TL gate with unit weights and T = n will
realize an n-input AND gate and by setting T = n/2, the
gate computes a majority function. This versatility means
that TL offers a significantly increased computational ca-
pability over conventional AND-OR-NOT logic. Signifi-
cantly reduced area and increased circuit speed can there-
fore potentially be obtained, especially in applications re-
quiring a large number of input variables, such as com-
puter arithmetic. This is indicated by a number of practical
results [9], [11], [6] which suggest advantages of TL over
conventional Boolean logic.

III. CHARGE RECYCLING THRESHOLD LOGIC

The realization for CMOS threshold gates presented
in [4] and used in the design of TL circuits in this work
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is now described. Fig. 1 shows the circuit structure. The
sense amplifier (cross coupled transistors M1-M4) gener-
ates output Q and its complement Qb. Precharge and eval-
uate is specified by the enable clock signal E and its com-
plement Ē. The inputs xi are capacitively coupled onto
the floating gate φ of M5, and the threshold is set by the
gate voltage t of M6. The potential φ is given by

φ =

∑n
i=1 Cixi

Ctot
, (2)

where Ctot is the sum of all capacitances, including para-
sitics, at the floating gate of M5. Weight values are thus re-
alized by setting capacitors Ci to appropriate values. Typ-
ically, in CMOS technology these capacitors are imple-
mented between the polysilicon 1 and polysilicon 2 layers.
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Fig. 1. The CRTL gate circuit and Enable signals.

The enable signal E controls the precharge and activa-
tion of the sense circuit. The gate has two phases of op-
eration, the equalize phase and the evaluate phase. When
Ē is high the output voltages are equalized. When E is
high, the outputs are disconnected and the differential cir-
cuit (M5-M7, M10, M11) draws different currents from
the formerly equalized nodes Q and Qb. The sense ampli-
fier is activated after the delay of the enable inverters and
amplifies the difference in potential now present between
Q and Qb, accelerating the transition. In this way the cir-
cuit structure determines whether the weighted sum of the
inputs, φ, is greater or less than the threshold, t, and a TL
gate is realized. Transistors M10 and M11 turn off the dif-
ferential circuit after evaluation is completed to reduce the
power dissipation. The gate was shown to reliably operate
at high speed.

IV. LOGICAL EFFORT

Logical effort (LE) is a design methodology for esti-
mating the delay of CMOS logic circuits, implementing a

given logic function [13], [14]. It provides a means to de-
termine the best number of logic stages, including buffers,
required to implement a given logic function, and to size
the transistors to minimize the delay.

Logical effort is based on a reformulation of the con-
ventional RC model of CMOS gate delay which separates
the effects on delay of gate size, topology, parasitics and
load. The relative simplicity of the method compared to
other delay modeling techniques and sufficient accuracy
allow it to be used early in the design process to evaluate
alternative circuits.

The total delay of a gate, d, is comprised of two parts,
an intrinsic parasitic delay p, and an effort delay, f , driving
the capacitive load. The parasitic delay is largely indepen-
dent of the transistor sizes in the gate, since wider transis-
tors which provide increased current have correspondingly
larger diffusion capacitances. The effort delay in turn de-
pends on two factors, the ratio of the sizes of the transistors
in the gate to the load capacitance and the complexity of
the gate. The former term is called electrical effort, h, and
the latter is called logical effort, g.

Electrical effort is defined as

h =
Cout

Cin
, (3)

where Cout and Cin are the gate load capacitance and input
capacitance, respectively. The logical effort, g, character-
izes the gate complexity, and is defined as the ratio of the
input capacitance of the gate to the input capacitance of
and inverter that can produce equal output current. Alter-
natively, the logical effort describes how much larger than
an inverter the transistors in the gate must be to be able to
drive loads equally well as the inverter. By definition an
inverter has a logical effort of 1.

The delay of a single logic gate can be expressed as

d = gh + p. (4)

This delay is in units of τ , which is, the delay of an inverter
driving an identical copy of itself, without parasitics. This
normalization enables the comparison of delay across dif-
ferent technologies. The product gh is called the gate or
stage effort.

The considerations so far apply to single gates, but may
be extended to the treatment of delay through a path. Us-
ing uppercase to denote path parameters, the path electrical
effort, H , is similarly defined as the ratio of the path load
capacitance to the path input capacitance. The path logical
effort, G, is given by

G =
∏

gi, (5)
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where the subscript i indexes the logic gates along the path.
The effect of fanout, which causes some of the available
drive current to be directed off the path being analyzed, is
accounted for by considering the branching effort, b, which
is defined as

b =
Con−path + Coff−path

Con−path
. (6)

and the path branching effort is given by

B =
∏

bi. (7)

Finally, the path effort, F , is given by the product of the
path logical effort, the path branching effort and the path
electrical effort

F = GBH. (8)

The path delay, D, is the sum of the delays of each of the
gate stages in the path, di, and consists of the path effort
delay, DF , and the path parasitic delay, P ,

D =
∑

di

= DF + P

=
∑

gihi +
∑

pi. (9)

It can be shown that the path delay is minimized when each
stage in the path bears the same stage effort and the mini-
mum delay is achieved when the stage effort is

fmin = gihi = F 1/N . (10)

This leads to the main result of logical effort, which is the
expression for minimum path delay

Dmin = NF 1/N + P. (11)

To equalize the effort borne by each stage in the path, the
transistor sizes in each logic gate must be chosen according
to the electrical effort given by Equation (10)

hi,min =
F 1/N

gi
. (12)

This allows us to calculate the input capacitance and hence
transistor size (width, assuming minimum length transis-
tors) by applying the transformation

Cin,i =
giCout,i

fmin
. (13)

This input capacitance is distributed among the transistors
within the gate connected to the input.

The preceding steps dictate how to size the gates along
a path for minimum delay, taking into account the differ-
ing complexity of the gates as given by the logical effort.

Equally important is the selection of the correct number of
stages. It has been shown [14] that for static CMOS logic,
the near optimal stage effort is approximately 4, and stage
efforts from 2.4 to 6 give delays within 15% of the minu-
mum. Hence the best number of stages is approximately

N ≈ log4F. (14)

For domino logic the optimal stage effort is 2 to 2.75 [14].
To minimize delay, the design should use the correct

number of stages of logic and gates with low logical ef-
fort and parasitic delay. Path design may involve iteration,
because the path’s logical effort depends on the topology
of individual gates, but the best number of stages is not
known without knowing the path effort.

The simulated values of logical effort for a range of
fanin NAND and NOR gates in a 0.18µm, 1.8V CMOS
technology were shown to be significantly different from
the theoretical value [16]. In the same work it was also
shown that the delay value predicted by Equation (4) dif-
fered from simulation results on average by over 20% for
the same range of gates, mainly as a result of the impact
on delay time of the input transition times. However, the
accuracy of the delay predicted by Equation (4) can be im-
proved by calibrating the model by simulating the delay as
a function of load (electrical effort) and fitting a straight
line to extract τ , the inverter parasitic delay, pinv, and the
logical effort, g. We will use this technique to develop a
calibrated logical effort based model for the delay of the
CRTL gates.

V. MODELING CRTL DELAY

We begin by providing a set of assumptions which
will simplify the analysis, a proposed expression for the
worst case delay of the CRTL gate and a derivation of
the model’s parameters. The model is then applied to two
practical circuit examples. The method described below
may similarly be applied to other sense amplifier based lin-
ear threshold gates.

A. Notation and Assumptions

The TL gate is assumed to have n logic inputs (fanin),
the total number of gate inputs connected to logic one is
denoted by N , and T is the threshold of the gate. The
potential of the gate of transistor M6, t, in Fig. 1 is given
by

t =
T

n
× Vdd. (15)

In the worst case, the voltage φ in Equation (2) takes the
values

φ = t ±
δ

2
(16)
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where δ is given by

δ =
Vdd

n
. (17)

Equation (16) expresses the worst case (greatest delay)
condition where the difference between φ and t is mini-
mal, ie. the step voltage generated by the sum of inputs
with respect to the threshold voltage is smallest. The value
of φ = t − δ/2 corresponds to the rising and falling edges
of the nodes Q and Qb, respectively, in Fig. 1, and con-
versely for φ = t + δ/2.

The gate inputs are assumed to have unit weights, ie.
wi = 1, since the delay depends only on the value of N
and T . Also, without loss of generality, we will assume
positive weights and threshold, since negative weights may
easily be accommodated in the differential structure of the
gate by using a network of input capacitors connected to
the gate of M6.

Since the gate is clocked, we will measure delay from
the clock E to Qi-Qbi. Specifically, delay will be mea-
sured as the average of the 50% point on two falling tran-
sitions of E to the 50% points on the corresponding falling
and rising edges of Qi and Qbi. Generally, the delay will
depend on the threshold voltage, t, the step size, δ, and the
capacitive output load on Qi and Qbi. To simplify the anal-
ysis, we will fix the value of t at 1.5 V. This value is close
to the required gate threshold voltage in typical circuit ap-
plications. Therefore the worst case delay depends only
on the fan-in and gate loading, and allows us to propose
a model based on expressions similar to those for conven-
tional logic based on the theory of logical effort.

B. Formulation of the Model and Parameter Extraction

The delay of the CRTL gate may be expressed as Equa-
tion (18). This delay is the total delay of the sense ampli-
fier and the buffer inverters connected to Q and Qb, and
depends on the load, h, and the fanin, n, as follows

dE→Qi = {g(n)h + p(n)}τ. (18)

The load, h, is defined as the ratio of load capacitance on
Qi (we assume the loads on Qi and Qbi are equal) and the
CRTL gate unit weight capacitance. Both logical effort
and parasitic delay in Equation (18) are a function of the
fanin.

To determine the values of the parameters in Equa-
tion (18), we first determine the values of the parasitic de-
lay of an inverter, pinv. From Equation (4), the inverter
delay is d = τ(gh + pinv), where by definition g = 1 for
an inverter. To obtain the values of τ and pinv, we may
measure from HSPICE simulations the inverter delay for

TABLE I
DELAY PARAMETERS OF THE 0.35 µm, 3.3 V, 4M/2P

PROCESS AT 75◦C.

τ pinv FO4 delay
40 ps 1.18 204 ps

TABLE II
EXTRACTED CRTL GATE LOGICAL EFFORT, g, PARASITIC

DELAY, p, PARAMETERS FOR n = 2 to 60 AND h = 0 to 20

FOR THE 0.35 µm, 3.3 V, 4M/2P PROCESS AT 75◦C AND

THE GATE DELAY NORMALIZED TO FO4 FOR h = 1, 5 AND

10.

n g p dE→Qi, dE→Qi, dE→Qi,
h=1 h=5 h=10

2 0.346 2.5 0.55 0.82 1.15
5 0.357 3.3 0.71 0.98 1.33
10 0.365 4.0 0.84 1.13 1.48
15 0.376 4.3 0.90 1.19 1.56
20 0.375 4.7 0.98 1.27 1.63
30 0.400 5.0 1.04 1.35 1.74
40 0.424 5.1 1.07 1.40 1.80
50 0.439 5.2 1.09 1.43 1.85
60 0.460 5.2 1.09 1.45 1.90

various values of electrical effort h, and plot the delay ver-
sus h. The slope of this straight line gives the value of τ
and the h = 0 axis intercept gives τpinv.

The delay parameters for the industrial 0.35 µm process
used to obtain the simulation results presented here and the
simulated FO4 (fan-out of four) inverter delay are given in
Table I. The value of τ is found to be 40 ps.

The values of g and p in Equation 18 were extracted
by linear regression from simulation results for a range of
fanin from n = 2 to 60 while the electrical effort was
swept from h = 0 to 20 as shown in Table II. The Table
also gives the absolute gate delay for three values of elec-
trical effort, h = 1, 5 and 10, where h is the ratio of the
load capacitance to the unit input capacitance of 3.37 fF.

By fitting a curve to the parameters g and p, CRTL gate
delay may be approximated in closed form by

dE→Qi = {(0.002n + 0.34)h + ln(n) + 1.6}τ. (19)

It should be noted that the FO4 delay predicted by the
LE model, d = τ(gh + Pinv) = 40(4 + 1.18) = 207ps,
agrees well with the simulated result of 204 ps. Addi-
tionally, the FO4 delay value is approximately 20% higher
than that reported in the literature for a typical 0.35 µm
process (see for example [8]), most likely due to the lower
temperature used to obtain those results. For comparison,

46



5

the FO4 delay across various process technologies may be
closely approximated by 500ps/micron (gate length) [8].

In order to use the parameters in Table II and Equa-
tion (19), it is necessary to compensate for the parasitic
capacitance at the floating gate of M5. From Equation(2),
the parasitic capacitance, Cp, contributes to a reduced volt-
age step, δ, on the gate of M5 in Fig. 1 with respect to the
threshold voltage, t, as given by Equation (20),

δeff =

{

∑n
i=1 Ci

∑n
i=1 Ci + Cp

}

δ0, (20)

where δ0 is the nominal step given by Equation (17). This
reduction in δ is equivalent to an increased value for the
fanin. This effective fanin, neff , is given by

neff =

{
∑n

i=1 Ci + Cp
∑n

i=1 Ci

}

n0, . (21)

where n0 is the number of inputs to the gate and neff

is the value used to calculate the delay. Typically, for a
large fanin CRTL gate, by far the major contribution to the
parasitic capacitance will be from the bottom plate of the
floating capacitors used to implement the weights. In the
process used in this work, this corresponds to the poly1
plate capacitance to the underlying n-well used to reduce
substrate noise coupling to the floating node.

For example, for a 32 input CRTL gate with 3.37 fF
poly1-poly2 unit capacitors (4µm2), the parasitic capaci-
tance of poly1 to substrate is 29 fF, and the

∑n
i=1 Ci =

32×3.37 = 108 fF. From Equation (21) the effective fanin
to be used in the delay calculation is ((108+29)/108) × 32
≈ 41.

VI. APPLYING THE MODEL - DESIGN COMPARISON

EXAMPLES

In order to illustrate the application of the model pre-
sented in the previous Section, the delay of a the 4-bit carry
generate function used in adders, and wide AND gates
used in ALUs designed using CRTL gates are evaluated
and compared to the static and dynamic CMOS designs.

A. 4-bit Carry Generate

The carry generate signal, α, of a 4-bit block may be
calculated using a single TL gate as follows [15]

α = sgn

{

3
∑

i=0

2i(ai + bi) − 24

}

. (22)

We assume a realistic load corresponding to h=10 (ie.
CL=33.7 fF). The sum of weights N = 30, so the worst
case delay of this gate will correspond to the delay of a

gate of effective fanin, neff , of approximately 40. From
Table II, the expected delay is 1.8 FO4, or 372 ps. Using
Equation (19), the calculated delay is 379 ps.
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Fig. 2. The CRTL gate circuit and Enable signals.

The static CMOS gate used to compute the same func-
tion is shown in Fig. 2 [1]. To obtain a fair comparison,
the transistors of the static CMOS gate were sized so that
the CMOS gate input capacitance is equal to the input
weight input capacitance of the CRTL gate, corresponding
to w0=1, or Cin=3.37 fF and the same load was used. The
simulated slowest, gj−3, input delay delay is 1.07 ns (5.3
FO4) and the fastest, gj , input delay is 634 ps (3.1 FO4).
The gate was then sized so that the input capacitance was
equal the the largest input capacitance of the CRTL gate,
corresponding to w3 = 8, which is 8×3.37=27 fF. In this
case the simulated slowest and fastest input delays are 514
ps (2.5 FO4) and 197 ps (0.96 FO4) respectively.

The dynamic CMOS implementation of the 4-bit carry
generate function was also simulated, and the clock-α de-
lay for the same load of 33.7 fF was measured, while main-
taining an input capacitance equal to the unit weight CRTL
gate input capacitance of 3.37 fF. The fastest input delay
was 193 ps (0.94 FO4), while the slowest input was 460
ps (2.2 FO4). It should be noted that the above numbers
exclude the delay of generating the pi and gi signals.

For the worst case slow-input delay, the CRTL has 18%
lower delay than domino and 47% lower delay than static
CMOS, for equal input capacitance and load.

B. Wide AND Gates

As a second example, we consider the design of wide
AND gates. We will use the results for wide static CMOS
AND gates presented in [14] as the basis for comparison.

Table III shows the FO4 delay for static CMOS AND
gates with fanin from 8 to 64, for H=1 and H=5 [14],
corresponding to the values of h=1 and h=5 in Table II.

Comparing Tables II and III, the CRTL gate design is
on average 3 times faster and 2.8 times faster for H=1 and
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TABLE III
STATIC CMOS AND TREE DESIGNS AND FO4 DELAYS FOR

MINIMUM DELAY FOR n=8, 16, 32 AND 64 FOR PATH

ELECTRICAL EFFORT H=1 AND H=5

n Tree FO4 delay FO4 delay
H=1 H=5

8 4, 2 1.94 2.84
16 4, 4 2.58 3.38
32 4, 2, 2, 2 3.32 3.98
64 4, 2, 4, 2 3.86 4.54

H=5, respectively. Given that domino gates are typically
1.5 to 2 times faster than static gates [7], we could rea-
sonably expect CRTL to be 1.5 to 2 times faster then the
domino implementations. A detailed evaluation of domino
wide AND tree delays is beyond the scope of this work.

VII. CONCLUSIONS

A delay model for Charge Recycling Threshold Logic
gates based on the method of logical effort has been pre-
sented. The model was applied to two circuit design exam-
ples based on CRTL and conventional static and dynamic
CMOS logic, and it was shown that the CRTL designs of-
fer significantly reduced delay.
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