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Abstract—This paper investigates local reconstruction tech-
niques for extracting region-of-interest (ROI) from a 3-D terahertz
imaging setup using a quantum cascade laser (QCL). The ad-
vantage of local reconstruction is the reduction in the required
measurement time. Difficulties with limited projection angles
and image noise make the development of accurate reconstruc-
tion algorithms particularly challenging. In this paper, both
wavelet-based and traditional filtered back projection (FBP) tech-
niques are investigated. Segmentation algorithms are applied to
reconstructed images with low contrast and the resultant segments
are compared with a known ground truth to explore the ability
of a QCL to image target objects with complex contours. In our
experiments, a polystyrene object with a hole drilled inside is used
as the imaging target. The region of interest is adjusted through
changing the size of the exposure regions. It is found that 3-D local
reconstruction of the interior hole suffers from shape distortion,
since scattering caused by the target’s exterior contours intro-
duces errors in the measured optical parameters of the object.
It is found that wavelet-based local computed tomography for
terahertz image reconstruction results in lower misclassification
of pixels than traditional FBP algorithms.

Index Terms—Computed tomography, discrete wavelet trans-
forms (DWT), filtered back projection, fuzzy c-means threshold,
quantum cascade laser (QCL), terahertz.

I. INTRODUCTION

Q UANTUM CASCADE LASERS (QCLs) are semicon-
ductor injection lasers, based on quantum semiconductor
structures that are grown by molecular beam epitaxy and

designed by band structure engineering [1], [2]. QCLs, in prin-
ciple, are realized via intersubband transitions in a multiple-
quantum-well (MQW) heterostructure [3], [4]. In contrast to
conventional diode lasers, QCLs only involve electron transi-
tions that occur between the conduction bands (intersubband)
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rather than between the conduction and valence bands [5]. As a
result, the emission wavelength can be controlled by the thick-
ness of the MQW, and the intrinsic high-power capabilities of
the lasers make possible the cascading process, in which each
electron generates several tens of photons in superlattice struc-
tures [6]. In addition, intersubband transitions are character-
ized through ultrafast carrier dynamics and band-structure en-
gineering is available to successfully control the electron flow
and thus increase population inversion, which ultimately con-
trols the laser threshold [3], [7].

Terahertz radiation (T-ray or THz) spans the frequency
range from 0.1 THz to 10 THz in the electromagnetic spectrum
[8]. The high power levels obtainable from Quantum Cascade
Lasers (QCL) give them an advantage for biomedical imaging
and security detection applications [9]. Terahertz imaging
is performed using either terahertz pulsed imaging (TPI) or
continuous wave (CW) terahertz modes. Time-domain TPI has
the advantage of providing a broad frequency spectrum, and
resolving the arrival of the photons as a function of time at dif-
ferent locations around the specimen boundary, but this has an
obvious drawback in the inability to generate a narrow linewidth
spectrum. By contrast with THz pulsed imaging, QCLs afford
high power sources of continuous wave (CW) radiation to
achieve deeper penetration of samples, which addresses one of
four principal challenges for terahertz tomography [10]. The
CW terahertz imaging method uses THz radiation of constant
intensity and offers improved signal-to-noise performance
but with the difficulty of resolving material absorption from
scattering [11]. We recognize that there are still challenges
for QCLs to reach higher operating temperatures and higher
signal-to-noise ratio (SNR), nevertheless, several tens of milli-
watt peak terahertz power [12] and a few tens of dB of SNR can
already be very useful for biomedical imaging and other appli-
cations. This paper aims to examine the optical characteristics
regarding a CW THz QCL, which illuminates an object with
heterogeneous layers and complex contours in a volume space.

Terahertz QCLs were first reported only recently [5]. This
is due to an insuperable barrier that exists in the phonon
reststrahlen band, which causes difficulty in the generation of
lower terahertz frequencies. Moreover, the development of a
suitable waveguide [13] is necessary. It aims to confine long
wavelength T-rays to an epilayer with low absorption losses
by applying molecular beam epitaxy technology [6]. Current
new design concepts have led to continuous-wave operation
and high output powers [14]. Recently, terahertz QCLs have
made rapid progress, from depending on chirped superlattices
[15] and the surface plasmon concept [16] employed for a large
optical confinement without imposing high propagation losses,
to recently, bound-to-continuum transitions and extraction of
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carriers, via resonant phonon scattering [17]. Recent progress
concerning terahertz single-mode operation and frequency
extension has been reported [6].

T-rays are non-ionizing, unlike X-rays, while T-ray imaging
allows us to image objects through dry, non-metallic layers of
packing. Currently, THz techniques also show some promise in
competition against MRI. An example is that THz opens up the
possibility of endoscopic detection of cancer in the internal or-
gans [18], [19], which is not possible with MRI. It should be em-
phasized that unlike MRI and X-ray imaging, which realize par-
allel scanning using multiple point detection, the fundamental
scheme of terahertz scanning uses point to point detection. In
order to obtain an image, it is necessary to perform many indi-
vidual scans serially. Thus, it is an issue of practical significance
to reduce the measurement time of each scan. Often, we are only
interested in reconstructing a subregion of an object, or what is
commonly referred to as the region of interest (ROI). Imaging
can then be sped up by simply scanning the ROI instead of the
entire object. However, this simple approach is known to lead to
artifacts in reconstruction, due to the global nature of the stan-
dard reconstruction technique. The main goal of this paper is to
present and compare a wavelet-based reconstruction algorithm
with the standard techniques for computing localized recon-
structions and to show how this algorithm can be used to rapidly
reconstruct the ROI with a reduction in the measurements of ter-
ahertz responses. Though to some extent, the reconstruction re-
sults are noisy, the current reconstruction algorithm yet clearly
paves the way to more advanced algorithms for local recovery
of T-ray images, especially based on a T-ray QCL. The ad-
vanced algorithms proposed could be based on basin inversion
in achieving local reconstruction with reduced projection angles
and a priori, to more recent advanced image processing tech-
niques, such as compressive subsampling, which can be used to
recover a T-ray image with sparse T-ray measurements. The cur-
rent wavelet reconstruction algorithm will also have an impact
on the exploration of traditional T-ray hardware design that, to
some extent, has significant limitations, especially in achieving
a full collection of desirable discrete-time samples.

This paper is organized as follows. Section II briefly intro-
duces THz QCL imaging and overviews the methodology used
for computed tomography and wavelet-based local computed
tomography. Section III systematically implements the method-
ology on a target specimen, a polystyrene clown’s head with a
hole inside. The local reconstruction techniques are analyzed
and validated via segment strategies. Reconstruction results
related to different algorithms are discussed in Section IV,
which consist of error calculations in the reconstructed slope
and the number of pixels in reconstructed images, compared to
the ground truth. Meanwhile, the values of radii with respect to
the Region of Exposure (ROE) and ROI at different heights are
also discussed in this section in regard to local reconstruction
using these algorithms.

II. METHODOLOGY

A. An Overview of Computed Tomography

Computed tomography produces sectional images of an ob-
ject. It is based on the assumption that the image to be recon-
structed belongs to an identifiable ensemble of similar images

[20]. The filtered back projection algorithm is often used in the
calculation of the inverse Radon transform [21]–[23], which re-
constructs a target object from a collection of projections. Typ-
ically, the quantities obtained are the object’s frequency depen-
dent optical properties, such as the absorption coefficients. Nor-
mally, a filtered back projection algorithm begins with a collec-
tion of sinograms obtained from projection measurements. A
sinogram is a collection of points in a projection space. It is gen-
erated using Radon transform data, and is simply a collection of
the projections at all the projection angles. A 1-D projection op-
eration at each projection angle is a linear integral of the image
intensity along the projection offset.

B. T-Ray Quantum Cascade Laser Setup

A schematic diagram of the current QCL imaging apparatus
is illustrated in Fig. 1(a). The pulse generator supplies pulses at
a frequency of 80 kHz to the QCL. The output signal from the
pulse generator is usually gated with a 15 Hz, 50% duty cycle,
slow modulation by an optical chopper to match the detector (the
Golay cell) response time, and to offer a reference frequency to
the lock-in amplifier (LIA). The LIA is used to digitize signals
and to significantly improve the signal-to-noise ratio by setting
a time constant, over which the input signal is integrated for
each data point. The optimal time constant is set to 50 ms and a
threshold current density is set to 112 .

The terahertz QCL used is a GaAs-AlGaAs bound-to-con-
tinuum superlattice design, emitting at 2.9 THz (103 ), and
grown by molecular beam epitaxy [12]. This device typically
operates up to 95 K in pulse mode and delivering 70 mW peak
power per facet. The QCL is mounted on the cold finger of a
continuous-flow helium-cooled cryostat maintaining a heat-sink
temperature of 4.2 K. The emission is collected with a 2”
off-axis parabolic mirror, then focused by a 2” parabolic
mirror onto the sample. The sample is mounted on a rotational
stage, which is itself mounted on an translational stage (two
directions and for raster scanning the target and a third direc-
tion for the optical delay line). This current terahertz imaging
setup achieves point to point detection. The linearly moving
stage enables parallel scanning along the axis with a linear
velocity of 20 mm/s and a rotating stage, labelled , allows pro-
jections of an object to be taken at a number of projection angles
with a rotary velocity of 4 degree/s. The axis is perpendicular
to the paper. The axis motion allows the sample to move verti-
cally in order to obtain cross-sectional images at various heights.
The transmitted beams are detected by a Golay cell. The power
incident on the sample, including the effects of the transmis-
sion of the cryostat window, is typically (peak). The
signal-to-noise ratio in the absence of a sample in the beam is 20
dB [24]. The photograph of a part of the terahertz QCL imaging
system is shown in Fig. 1(b).

C. 2-D Wavelet Based CT Reconstruction

1) 2-D Discrete Wavelet Transform: Wavelet transforms
(WTs) play an important role in many image processing
tasks. Fundamentally, wavelet decomposition corresponds to
a multiresolution analysis of a signal. This has the advantage
of much improved joint time-frequency localization over
Fourier-based techniques. In most applications, it is nearly
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Fig. 1. (a) Experimental apparatus for a terahertz QCL imaging system that is used to realize terahertz CT imaging. In practice, the sample is placed on a rotational
stage for multiple view angles, which is mounted on a ��� linear stage to perform 3-D scanning. (b) The photograph of a part of the terahertz QCL imaging system.
The numbers in the text-boxes from 1 to 5 indicate, respectively, a QCL that is mounted on the cold finger of a continuous-flow helium-cooled cryostat, a pair of
parabolic mirrors, the rotational stage mounted on an ��� translational stage, a Golay cell detector, and a detector controller.

always implemented using digital filters and downsamplers. In
two dimensions, the discrete version of a wavelet transform can
be realized by a 2-D scaling function, and three 2-D wavelets,
which are calculated by taking the 1-D wavelet transform along
the rows of an image and the resulting columns [25]. Then,
the convolved images are downsampled to yield low-reso-
lution approximate and detail coefficients. This process can
be repeated to yield successively lower resolution images.
In 1-D, the basis consists of translation of a function ,
called the scaling function, together with translations and
dyadic scalings of a function , called a wavelet. In 2-D,
a similar basis using the scaling function
together with dyadic scalings and integer translations of the
three wavelets , ,

, where the subscripts indicate that these
wavelets are to represent edges that are oriented horizontally,
vertically, and diagonally, respectively [26].

2) 2-D Wavelet Reconstruction: This section briefly de-
scribes our algorithm, which is applied to obtain the wavelet
coefficients of a function on space, based on Radon
transform data. This method enables reduced computation
load compared to the wavelet coefficients obtained by taking
wavelet transforms on the reconstructed image. Moreover,
the wavelet coefficients can be directly computed from the
sinograms, which then allow the target to be reconstructed to
yield local computed tomography [27]. The main algorithm
and derivation of computing 2-D DWTs from the projection
data were introduced in [27]. Quite simply, they are realized
via performing separate wavelet transforms on 1-D projection
data, which amounts to a conventional inversion of the Radon
transform with the ramp filter replaced by the wavelet ramp
filter(s). This processing aims to expand each of the projections
in a wavelet transform in order to localize the Hilbert transform,
and therefore the filtered back projection algorithms [28].

In this paper, only one 2-D wavelet transform step is used.
This is because the single level decomposition of scaling and
wavelet ramp filters allows clear reconstruction of an image in
the ROI and it avoids further computational complexity due to
increased levels of WTs [27], [29]. The 2-D inversion of the tra-
ditional wavelet transform is conducted on the back projection
of reconstructed approximate and detail sinograms, after the de-
composition procedure is performed.

3) Local Reconstruction Using Wavelets: A significant
characteristic of most wavelet transforms is the existence of a
number of vanishing moments. Hilbert transforms of functions
with many vanishing moments have been shown to decay very
rapidly at infinity [29]. In other words, a wavelet function
with compact support allows a local basis to maintain its
localized features after Hilbert transformation [29]. Therefore,
the wavelet and scaling coefficients for a wavelet basis can be
calculated after applying the projections passing through the
region of interest (ROI) plus a margin for the support of the
wavelet and scaling ramp filters. We call this region (ROI plus
a margin), the region of exposure (ROE). These reconstructed
coefficients, in this experiment, are then directly applied to the
inverse wavelet transforms for terahertz image reconstruction.

III. IMPLEMENTATION

A. Experimental Considerations

In this paper, one set of terahertz QCL data is considered for
Local Computed Tomography (LCT): a nested structure of a
polystyrene clown’s head with a hole inside, see the target photo
in Fig. 2(a) and (b). The target sample is imaged in 12 slices,
from bottom to top at 12 different heights, 5 mm apart. The di-
ameter of the hole is , measured directly from the
target. For the current local reconstruction, only the second to
the fifth image slices are considered with the hole going through
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Fig. 2. (a) The photograph of a nested structure of a polystyrene clown’s head with hole inside. (b) The photograph of the side face of the polystyrene clown’s
head. (c) The reconstructed slices are stacked to recover the nested structure of the target object with a hole inside. The lines in (a) and (b) indicate the current four
sliced heights for LCT in the hole area of interest.

Fig. 3. (a) Illustration of a typical local reconstruction of a region of the target sample containing a single hole. (b) The intensity histogram of the relative image
of (a) is depicted.

at a tilted angle of 43 . The center of the hole at the first slice is
also centered at the bottom cross-section. The first three target
layers (from the second to the fourth image slice), labelled Slices
1 to 3, are imaged using 289 projections at each of 18 projection
angles covering a 180 projection area to produce a 250 250
pixel image (edge truncated), while the fifth slice (Slice 4) is
imaged using 268 projections at the same 18 projection angles.
Fig. 2(c) shows the reconstructed slices, which are stacked to
recover the nested structure of the target object, where the lines
indicate that four sliced heights which are used for the explo-
ration of the current local reconstruction of the hole sample.

B. Error Analysis

In order to test the performance of the local imaging system,
only binary grey-level images are used via segmentation tech-
niques, after back projection processes, including a truncated
version of global CT via FBP, LCT via wavelet transforms,
and LCT via FBP, are carried out in the region of interest. The
pixel count difference is calculated between the ground truth
and each of the resultant segments at four different measurement
heights. The error ratio is regarded as the difference divided by

the total number of pixels of the binary grey-level image from
the target sample. In turn, for further validation of our segmen-
tation scheme, slopes computed from the centroids of the seg-
ments at two different slices are used to compute the error of our
reconstruction, by comparing with the true slope arising from
the linear 3-D (hole) structure.

1) Characteristics of a Hole Image: A typical local recon-
struction, containing a single hole, is shown in Fig. 6(a). The
intensity histogram of the relative image is depicted in Fig. 6(b).

The typical local reconstruction concerns a single hole
through the sample. There are several notable characteristics
of this image, which are common to local reconstructions of
the hole embedded in a 3-D target at the different slices by
different image reconstruction algorithms. First, the contrast
of intensities among the hole, the polystyrene clown’s head
slice (object) and background is low. This is evident from the
intensity histogram in Fig. 3(b). However, the average intensity
of the object and background is often roughly uniform, with the
hole embedded in the target cross-section shown as a slightly
darker region. Second, it is observed that the hole embedded in
the target physically distorts the measured optical parameters
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of the object, depending on the slice shape and hole distance
from the detector at each different measurement height. The
varying exterior boundaries of the different slices result in
varying degrees of optical distortion due to light scattering.
In addition, a longer path length from the hole center position
at each slice to the laser results in larger absorption. The 3-D
local reconstruction of the hole target takes on a number of
different shapes in the different slices. As a result, the boundary
of the hole is potentially difficult to define. Due to variations in
intensity, both within the hole position and in the background,
portions of the hole appear to blend directly into the back-
ground, without creating a distinct boundary.

2) Segmentation Strategy: The aim of segmentation is to
separate an image into different meaningful regions, by iden-
tifying the regions in an image with common properties and
distinguishing dissimilar regions [30]. A popular segmentation
scheme is image thresholding [25], [31], which can be regarded
as a form of per-pixel classification. Gray-level intensity is used
as a feature value to characterize each pixel of an image. The
calculated threshold is compared with the feature value in order
to map the pixel onto one of two groups, object and background
regions.

In this paper, two threshold levels are used to segment the
entire image, as the recovered image, e.g., Fig. 3(a), shows a
gradual change in intensity from the three regions: the hole, the
polystyrene clown’s head cross-section, and the background.
Since separation of different clusters is not well-defined, with
dependence on the local grey value distribution, a fuzzy c-means
technique is applied in this paper, associated with selected a
set of feature vectors that are strictly local in nature, that is,
they depend on the 8-neighborhood of the pixel concerned. The
fuzzy c-means (FCM) method is advantageous for automati-
cally computing two or more optimal segmentation thresholds,
and for achieving the separation of underlying distributions. A
fuzzy c-means threshold provides an iterative measurement to
minimize the classification error allowing each pixel to be the
member of all the possible classes with varying membership.

Because of noise, as stated below, additional fuzziness is in-
troduced in the pixel value, while selecting it to be a member
of one of several classes. According to [32], [33], the FCM al-
gorithm assigns pixels to each category by using fuzzy mem-
berships. Let denote an image with
pixels to be partitioned into clusters.

The algorithm minimizes the cost function iteratively to find
the best location for each of the clusters. The cost function sat-
isfies a least-squared error criterion

(1)

where represents the membership of pixel in the
cluster; , whose number of components depends on the
number of feature vectors (make reference to [32]), is the
cluster center of class of fuzzy c-partitions, also called seed
point for the particular class. The results of the calculated error
or cost function are updated in every iteration according to
and the distance . This continues till the cluster centers
become stable without significant difference between cluster

centers in two consecutive iterations. The weighting exponent
is a constant with equal to or bigger than 1, which controls

the fuzziness of the resulting partition. The exponent of
equal to 2 and maximum number of iterations equal to 100 are
studied. The cost function is minimized when pixels close to
the centroid of their clusters and are assigned high membership
values, and vice versa. The membership function represents
the probability that a pixel belongs to a specific cluster. In the
FCM algorithm, the probability is determined by the distance
between the pixel and each individual cluster center in the
feature domain. The membership functions and cluster centers
are updated according to the follows:

(2)

and

(3)

Equations (2) and (3) present iterative procedures of FCM.
The iterative procedures start from an arbitrary assigned ini-
tial cluster center , which leads to a solution that FCM con-
verges to. The solution represents the local minimum or a saddle
point of the cost function. Convergence varies with the changes
in the membership function or the cluster center at two suc-
cessive iteration steps. Fig. 4(a) and (b) are the resultant seg-
ments between the hole region and the region of object (in-
cluding background), as well as the segments between object
region and background, using two different calculated thresh-
olds, separately. In this paper, since we only consider a local
segment of the hole region, so we focus on thresholding just for
the hole, which is followed by postprocessing to clean up the
segmented region. For convenience, in the following, we call
the region of object adjoined to background as background.

Generally, thresholding an image can incur two kinds of noise:
background pixels misclassified as a hole pixel, which produce
small disjoint hole components in addition to the hole region,
and hole pixels misclassified as the background, which produce
gaps in the hole region of interest, see Fig. 4(b). Misclassification
of either target sample of interest or background pixels near the
hole boundary can also produce an extremely coarse boundary.
In order to obtain the boundary representation of the hole region,
region-based segmentation operations and morphological opera-
tions [25] are combined to repair the gaps in the hole region of in-
terest and improve the smoothing of boundaries. This approach
aims to apply region growing on a typical local reconstruction,
which is represented as follows. Eight neighbor pixels are used
as seed pixels. There are four starting points from four sets of
seed pixels, which are applied for segmentation. Those starting
points are positioned at the central point of the LCT in ROI or the
point around the center. The four sets of seed pixels move from
pixel to pixel along four quadrants of the coordinates, separately,
starting from the four starting points. Predefined criteria are se-
lected depending on the broken characters that are shown in each
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Fig. 4. Illustration of the result of applying two calculated thresholds via the fuzzy c-means thresholding method on the image of Fig. 3(a). (a) The image between
the object region and background, achieved via using one of the two calculated thresholds. (b) The segmented image achieved via using the other threshold.

reconstruction. The maximum length of the breaks in the eight
neighboring pixels is set to be two to four pixels. During the
processing, we assign 1 to the pixel satisfying the selection cri-
teria, otherwise we set the pixel to zero. This region growing is
conducted repeatedly till a single connected hole region of in-
terest appears without gaps.

In some cases, artifacts can be mistaken for the hole region
of interest. After region growing is used on regions obtained
by thresholding the local reconstruction, a simple criterion is
adopted to examine the length feature of the segmented hole
region of interest, to ensure that the correct hole target region is
selected. In this way, large artifacts can be eliminated, and small
artifacts can be removed by region growing.

To calculate the error of segmentation-based reconstruction,
we compare each of the resultant segments with the ground
truth. The error ratio is computed as the number of different
pixels between the resultant segment and ground truth divided
by the number of pixels of the segment from the ground truth.
The ground truth is computed from the physical measurements
of the target and using the planar projection of the tubular hole
structure—ellipses with semimajor axes of and
semiminor axes of along with the rotation angle
of .

Fig. 7 illustrated the segmentation processes regarding the
planar projection of the tubular hole structure. It should be noted
that in the error ratio calculation, what we are concerned with
is the difference of the number of pixels between ground truth
and reconstructed segments at each layer. For uniformity, we
try to match the reconstructed segments with ground truth. That
is, the position of the centroid of the ground truth is always
moved to guarantee an overlapping with the centroid of each
reconstructed segment at every segment height.

IV. RECONSTRUCTION RESULTS

Four slices are analyzed for this target sample: (i) the first
slice (Slice 1) was reconstructed with a circular ROE with diam-
eter of 189 pixels and a coincident ROI of diameter 110 pixels,
both centered in the image; (ii) the second slice (Slice 2) has
an ROE diameter of 230 pixels and an ROI diameter of 195
pixels, off-centered from the image centre for ramp filter appli-
cation onto the image, but an ROI diameter of only 160 pixels,

Fig. 5. Illustration of the truncated projections with 79% of full data at the
center area of interest.

also off-centered from the image centre for wavelet-based re-
construction; (iii) the third slice (Slice 3) with an ROE diameter
of 209 pixels and an ROI diameter of 150 pixels, off-centered
from the image centre; (iv) the fourth slice (Slice 4) with an
ROE diameter of 196 pixels and an ROI diameter of 140 pixels,
off-centered from the image centre. Each of dataset has a pixel
interval of 0.5 mm.

A. Slice One

First consider the sinogram at Slice 1 with zero padding for
nonlocal data. The reconstructed images at an off-center area
with a radius of 95 pixels using the current local reconstruction
algorithms. A 250 250 pixel image of the polystyrene clown’s
head target is recovered from scaling coefficients using local
data, and the BioSpline 2.2 biorthogonal basis is used. This
wavelet basis is applied to all the slices for wavelet-based recon-
structions. A full wavelet reconstruction requires computing the
inverse wavelet transform from four images reconstructed using
separable scaling and wavelet functions. However, it is found ex-
perimentally that reconstructions using only the scaling function
provides a good approximation in the region of interest—such
results are presented below for illustrative purposes.

The sinogram at Slice 1 with zero padding for nonlocal data
is shown in Fig. 5. The reconstructed images at an off-center
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Fig. 6. Illustration of the resultant local reconstruction at Slice 1. (a) Reconstructed image is localized to a region of interest from the scaling function after constant
extrapolation. (b) Cropped version of approximate subimage in (a). (c) Reconstructed image is localized to a region of interest via traditional FBP. (d) Cropped
version of (c). (e) Centered approximate and three detail subimages for reconstruction along clockwise direction. (f) Reconstructed image is localized to a region
of interest from the 2-D inverse wavelet transform with interpolation.

Fig. 7. Illustration of the ground truth image.

area with a radius of 95 pixels using the current local recon-
struction algorithms. A 250 250 pixel image of the polysty-
rene clown’s head target is recovered from scaling coefficients
using local data, shown in Fig. 6(a), and Fig. 6(b) shows the
truncated version of Fig. 6(a) showing only the region of in-
terest (ROI). Fig. 6(c) shows that the local image with same
size is recovered via traditional filtered back projection while
Fig. 6(d) is the truncated version of Fig. 6(c) showing only the
ROI. Wavelet and scaling coefficients after back projection are
shown in Fig. 6(e). Two-dimensional inverse wavelet transforms
are conducted on the four reconstructed subimages to obtain

the image with full package of wavelet-based image reconstruc-
tion, shown in Fig. 6(f). It is found that in Fig. 6, the wavelet
approximate subimage of (a) shows higher contrast in the re-
constructed intensity than the full inverse wavelet transform re-
construction in (f), which can be illustrated via the associated
color bars. This is because that the scaling function using the
BioSpline 2.2 wavelet basis demonstrates an ability in filtering
out high-frequency system noise from terahertz QCL imaging
system, and effectively thresholds faint scattering and absorp-
tion artifacts around bright image features. Based on this ob-
servation, in the current algorithm related to wavelet-based re-
construction, we only consider the approximate image recon-
struction to evaluate the algorithm validation. As we mainly de-
liver local information for the back projection, the wavelet and
scaling ramp filters show essentially same support. But we have
to recognize that having a scaling-only reconstruction means we
theoretically lose some accuracy in locating any edges.

The segment of the reconstructed image via wavelet scaling
sequence, Fig. 8(c), shows smoother contours with reduced arti-
facts than the segmented image via the FBP algorithm, Fig. 8(e).
In addition, the scaling function leads to an LCT with small dif-
ference in segment from the ground truth, Fig. 8(d), compared
to the difference in segment, Fig. 8(f), between the traditional
local CT and the truth data, though a slightly large difference
in segmentation from the truth data compared with the differ-
ence, Fig. 8(b), between traditional reconstructed segment in
ROI using global data, Fig. 8(a), and the ground truth. The rel-
ative error ratio using different algorithms are shown in Table I.
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Fig. 8. Illustration of the resultant segments and the difference from the ground truth at Slice 1. (a) The segment in the ROI using traditional FBP and global
data—We call it global computed tomography (GCT). (b) The difference between the segment of (a) and the ground truth. (c) The segment in the ROI using scaling
function and local data. (d) The difference between the segment of (c) and the ground truth. (e) The segment in the ROI using traditional FBP and local data. (f) The
difference between the segment of (e) and the ground truth.

TABLE I
SIZE OF BOTH THE ROE AND THE ROI AT FOUR TARGET HEIGHTS AND VIA THE

TWO DIFFERENT RECONSTRUCTED ALGORITHMS, IN UNITS OF PIXEL COUNT

Generally, at this slice, the segments show good reconstruc-
tion performance whether from the traditional FBP algorithms
using global and local data or from the scaling function for LCT,
owing to the uniformity in the target sample and the shortest path
length to the hole position.

B. Slice Two

Fig. 9(a)–(e) shows reconstructed images at an off-center area
with a radius of 115 pixels using wavelet-based local recon-
structions and traditional FBP algorithms. It is evident to see
that to achieve the same size of the hole feature, the radius of
the ROE for local objection reconstruction via FBP is larger
than wavelet-based reconstruction, both of which result in sim-
ilar reconstruction error to the corresponding global reconstruc-
tion (see Fig. 10). Additionally, applying FBP-based LCT to this
slice leads to significant ringing problems, but the wavelet ramp
filter performs much better in this regard.

Fig. 10(a)–(f) shows various reconstruction segments in the
ROI and their differences from the ground truth. It is found that

localized reconstructions from both the scaling function and the
traditional FBP result in reduced reconstruction errors, com-
pared to a global FBP algorithm. However, we have to recognize
that the greater scattering from the irregular shape of the target
sample at this height yields much more gaps after thresholding;
this in turn leads to greater difficulty in the postprocessing to
bridge the gaps and obtain relatively smooth segments.

C. Slice Three

Fig. 11(a)–(e) shows a series of reconstructed images in an
off-centered region of Slice 3 with a radius of 105 pixels and
72% of full projection data. For this slice, the scattering tends
to be weakened due to stronger absorption caused by the longer
distance between the hole position and the QCL. As a result,
compared to the image reconstruction at Slice 2, Slice 3 shows
improved reconstructed accuracy as determined by the differ-
ence between the LCT and ground truth; these are illustrated
in Fig. 12. In comparison with Slice 2’s segmentation perfor-
mance, the segments from Slice 3 have smoother boundaries and
also reduced misclassification and artifacts due to the larger ab-
sorption counteracting scattering effects. Meanwhile, the local
reconstruction via scaling function shows improved LCT seg-
ments in both their smoothness and classification accuracy.

D. Slice Four

Fig. 13(a)–(e) shows, at Slice 4, the reconstructed images at
off-center areas and with a radius of 197 pixels and 74% of full
projection data.
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Fig. 9. Illustration of the resultant local reconstruction at Slice 2. (a) Illustration of the truncated projections with 79% of full data at the centered area of interest.
(b) Reconstructed image is localized to a region of interest from the scaling function after constant extrapolation. (c) Cropped version of approximate subimage in
(b). (d) Reconstructed image is localized to a region of interest via traditional FBP. (e) Cropped version of (d).

Fig. 10. Illustration of the resultant segments and the difference at Slice 2. (a) The segment in the ROI using traditional FBP and global data (GCT). (b) The
difference between the segment of (a) and the ground truth. (c) The segment in the ROI using scaling function and local data. (d) The difference between the
segment of (c) and the ground truth. (e) The segment in the ROI using traditional FBP and local data. (f) The difference between the segment of (e) and the ground
truth.



YIN et al.: LOCAL COMPUTED TOMOGRAPHY USING A THZ QUANTUM CASCADE LASER 1727

Fig. 11. Illustration of the resultant local reconstruction at Slice 3. (a) Illustration of the truncated projections with 72% of full data at the center area of interest.
(b) Reconstructed image is localized to a region of interest from the scaling function after constant extrapolation. (c) Cropped version of approximate subimage of
(b). (d) Reconstructed image is localized to a region of interest via traditional FBP. (e) Truncated version of (d).

Fig. 12. Illustration of the resultant segments and the difference at Slice 3. (a) The segment in the ROI using traditional FBP and global data. (b) The difference
between the segment of (a) and the ground truth. (c) The segment in the ROI using scaling function and local data. (d) The difference between the segment of (c)
and the ground truth. (e) The segment in the ROI using traditional FBP and local data. (f) The difference between the segment of (e) and the ground truth.

For this slice, the exterior boundary contour of the target tends
to be much smoother than that for Slices 2 and 3. Scaling func-

tion reconstruction again shows the better smoothing boundary
and reduced misclassification, with stronger intensity contrast in
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Fig. 13. Illustration of the resultant local reconstruction at Slice 4. (a) Illustration of the truncated projections with 74% of full data at the center area of interest.
(b) Reconstructed image is localized to a region of interest from the scaling function after constant extrapolation. (c) Truncated version of approximate subimage
of (b). (d) Reconstructed image is localized to a region of interest via traditional FBP. (e) Truncated version of (d).

Fig. 14. Illustration of the resultant segments and the difference at Slice 4. (a) The segment in the ROI using traditional FBP and global data. (b) The difference
between the segment in (a) and the truth data. (c) The segment in the ROI using scaling function and local data. (d) The difference between the segment in (c) and
the truth data. (e) The segment in the ROI using traditional FBP and local data. (f) The difference between the segment in (e) and the ground truth.

the reconstructed image than the traditional FBP. The local re-
constructed segments in Fig. 14(a)–(f) show much stronger ab-

sorption than scattering since the longer distance from the laser
area to the hole position.
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TABLE II
THE CENTROID COORDINATES OF THE EXTRACTED HOLE FOR

EACH HEIGHT, WITH UNITS OF PIXEL

TABLE III
THE ERROR RATIO FROM EACH OF THE FOUR HEIGHTS AND

EACH OF THE THREE RECONSTRUCTED METHODS

E. Segment Evaluation

In order to evaluate the segmentation performance of our ex-
periment, we exploit the fact that the internal structure, the hole,
is linear with the same diameter from the top to end. This im-
plies that the segmented hole should have the same dimensions
in all slices, with only its centre displaced at various heights.
To obtain this measurement, we compute the centroid of the ex-
tracted hole for each height, L1-L5, and the resultant and lo-
cations are recorded in Table II. The slopes computed using cen-
troids from any of two successive slices are recorded in Table III
below, along with the results obtained from our three reconstruc-
tion algorithms: traditional global reconstruction, scaling func-
tion used for LCT and traditional local reconstruction via FBP.
For all the Tables listed below, L1—L4 mean Slices 1–4.

Table I records the radii of the ROE and ROI at different
heights via applying scaling function and FBP algorithms for
reconstruction. The values of ROE and ROI are selected itera-
tively till the reconstructed hole segment with minimum error in
size compared to the “true” target. It is found that, at the height
of Slice 1, the radii of the ROE and ROI are the smallest among
all the measured heights, owing to the smaller optical distor-
tion, but it also required the greatest value of (ROE-ROI). At
the height of Slice 2, the biggest radii of the ROE and ROI are
applied to LCT, though, the scaling function for the reconstruc-
tion needs a smaller radius of ROI than for FBP-based recon-
struction. In other words, it is possible for wavelets to acquire
the same quality in LCT reconstruction using a smaller expo-
sure area. With the reduced optical distortion and improved re-
construction accuracy at the heights of Slices 3 and 4, there are
reduced radii of the ROE and ROI to be employed for the local
reconstruction of the similar size of hole cross-section. In sum-
mary, less scattering means requiring smaller ares of ROE to
recover the same local ROI image, and vice versa.

Table II is the centroid coordinates of the extracted hole cross-
section at each height, which are used to calculate slopes at dif-
ferent target heights.

The current slope calculated is a line segment that connects
two centroids from any two reconstructed segmented images.
For convenience, we call it the reconstructed slope. The error

in the slope is calculated via the comparison of the value be-
tween the reconstructed slopes and the slope of two “true” cen-
troids of the hole planar projections at two different measure-
ment heights.

In the current local reconstruction, only the hole area is the
ROI. According to a straight linear structure of tubular hole, the
true projections of the hole at various heights onto coordi-
nate plane has the same and coordinates, the result of which
is an overlapping with the origin, with slope of 0. For the recon-
structed hole segments at different heights, due to only local data
involved for reconstruction, this causes difficulty in accurate re-
covery of an image. It turns out to be the changed positions
of reconstructed centroids at the different hole segments, there-
fore producing altered reconstructed slopes. Subtracting the true
slope of 0 from the reconstructed slope, the error in slope can
be viewed as the slope of the line that passes through the cen-
troids of any two reconstructed segments. The average slope is
calculated via summing up the slopes for any two different re-
constructed segments, which then is divided by the number of
collected slopes. The average error in slope across all the recon-
structed segments is calculated.

The average slope obtained from scaling function-only local
reconstructions is 0.3355, with reduced average error of 0.0112
compared to FBP-based local reconstruction. The slope error of
the latter is 0.3467. Since the amount of the image data used for
the local reconstruction is not complete, reconstruction perfor-
mance should be inferior to FBP algorithm using global data.
The slope calculated using FBP algorithm on global data yields
an average value of 0.2450, which obviously means full recon-
struction suffers less distortion than the remaining two local
methods.

Compared with the ground truth of a slope of 0, the global
reconstruction causes the smallest error in slope among the
current reconstruction algorithms. Among the local data al-
gorithms, local reconstruction using scaling function achieves
better recovery of the target region than direct FBP on the same
local data.

The physical properties are indicated in Table III, via
recording the calculated error ratio with respect to the re-
constructed segment images on various measurement heights
for different reconstruction schemes. Scattering occurs pri-
marily with forward propagation, which involves absorption.
Since the only measurable quantity is the intensity of light in
the CW THz QCL imaging, and, due to multiple scattering,
strong pathlength dispersion occurs, which results in a loss of
localization and resolution. The scattering affects the image
reconstruction, and it turns out that many background pixels are
misclassified as hole pixels. The result is that the reconstructed
target segment has the size greater than ground truth. Whereas,
the absorption effect results in weakened intensity around the
reconstructed boundaries of an object, the result of which is
the size or the amount of pixels of a reconstructed object less
than ground truth. The combined performance of absorption
and scattering is such that when scattering effect is obvious
compared to absorption, the resultant segment tends to have
more reconstructed pixels than ground truth; when absorption
effect is over scattering, the combined performs regarding the
reconstructed image are the amount of reconstructed pixels less
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than ground truth. Since the current tomographic reconstruction
is scattering dependent, generally, the difference between the
number of reconstructed pixels and ground truth is larger than
zero, in addition to the layer, where there is obvious absorption
effect.

The reconstructed error ratio is represented in Table III. It
is simply defined as the number of misclassified pixels/total
number of pixels. According to Table III, the reconstructed error
ratio is the smallest at Slice 1 and the largest at Slice 2, due to
the difference in scattering caused by the variety in shape of the
target sample at the different heights. The error ratio in Slice
3 is reduced compared to Slice 2 since absorption counteracts
the effect of the scattering; the error ratio in Slice 4 is nega-
tive because the effect of optical absorption dominates optical
scattering.

Please note that the error ratio we mean is the rate regarding
the difference of the amount of the pixel between a reconstructed
image and ground truth versus ground truth. Scattering occurs
primarily with forward propagation, which involves absorption.
Scattering accounts for significant deviations of THz radiation,
which turns out to be a loss of localization and resolution. As a
result, the amount of pixels regarding the resultant reconstruc-
tion in ROI, exceeds the amount from ground truth. This is the
reason that the error we calculate is positive for Slice 1, Slice
2, and Slice 3. Whereas, at the Slice 4, absorptions of the spec-
imen suppress optical scattering effect. The performance of the
reconstructed slice image is the weakened intensity along the
target contour. The result is shape shrinkage and loss of details
in a recovered image. The resultant segment performance is the
smaller amount of image pixels in ROI than the ground truth.
Therefore, the resultant error ratio is negative.

V. CONCLUSION

We extend a wavelet-based algorithm to reconstruct wavelet
and scaling coefficients of a target object image from its Radon
transform, obtained experimentally using terahertz signals gen-
erated by a QCL. The algorithm is based on the observation
that for some wavelet bases, with sufficient zero moments, the
scaling and wavelet functions have essentially the same support
after ramp filtering. Using experimental data obtained on a 3-D
target with internal structure, we have shown that wavelet-based
reconstructions offer robust reconstruction performance in the
local reconstructed shape of the target. Segmentation is used in
postprocessing to make measurements on the target’s internal
structure, and the results are analyzed to determine the effects of
the optical distortion produced by a variable exterior boundary
at the different cross-sections. A reconstruction utilizing only
the scaling function shows a slight structure distortion in the re-
construction of a 3-D structure compared to global CT, due to
the use of less data, but is superior to a traditional FBP algorithm
using local data.
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