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Abstract—This paper presents a modified astrocyte model that allows a convenient digital implementation. This model is aimed at reproducing relevant biological astrocyte behaviors, which provide appropriate feedback control in regulating neuronal activities in the central nervous system. Accordingly, we investigate the feasibility of a digital implementation for a single astrocyte and a biological neuronal network model constructed by connecting two limit-cycle Hopf oscillators to an implementation of the proposed astrocyte model using oscillator–astrocyte interactions with weak coupling. Hardware synthesis, physical implementation on field-programmable gate array, and theoretical analysis confirm that the proposed astrocyte model, with considerably low hardware overhead, can mimic biological astrocyte model behaviors, resulting in desynchronization of the two coupled limit-cycle oscillators.

Index Terms—Coupled limit-cycle oscillators, desynchronization, digital modified astrocyte model, field-programmable gate array (FPGA).

I. INTRODUCTION

Artificial neural networks have been studied intensively during the past few years [1]–[12]. The motivations of these studies include the following: 1) exploitation of functional mechanisms of biological neural systems; 2) development of neural prosthetics (i.e., replacement of a biological neural system by an electronic circuit); and 3) development of artificial neural networks for use in engineering applications.

Astrocytes are part of the biological neural network that outnumber neurons by over a factor of five in the brain. They occur in the entire central nervous system (CNS) and perform many essential complex functions in the healthy CNS [13]. Moreover, they control the transport of extracellular fluid and electrolyte homeostasis, regulate neurotransmitter release, and control synapse formation [14]. Recently, the importance of neuro–glial interactions for normal working of the CNS and peripheral nervous systems has been fully identified. Although astrocytes cannot generate action potentials, they respond to neuronal activities with an elevation of their intracellular calcium levels. In this way, astrocytes can not only sense neuronal transmission, but also their calcium elevation that leads to the release of gliotransmitters, such as glutamate or adenosine triphosphate (ATP), which can regulate and control the synaptic strengths of neighboring neurons [15]–[17]. In other words, the amount of information transmitted across the synapse is modulated by astrocytic mechanisms.

Motivated by biological discoveries, a few computational astrocyte models have been developed to analyze the relationship between neurons and astrocytes. Nadkarni and Jung [18], [19] and Nadkarni et al. [20] proposed a dressed neuron model and provided a mathematical framework for the synaptic interactions between neurons and astrocytes, and a generalized dimensionless model for the tripartite synapse proposed in [21]. Recently, this model has been modified in order to be applied to a spatially extended neuron–astrocyte network [22]. This model considers the main aspects of neuron–astrocyte interactions. Therefore, this model will be useful for exploring the main types of astrocyte response and the resulting dynamical patterns that allow us to predict their changes with varying control parameters. Although previous theoretical astrocyte models can imitate most experimental measurements to a high degree of accuracy; due to their complexity, most of them are challenging to implement in large-scale artificial neural networks. Therefore, finding a new conveniently implementable astrocyte model is very important for use in the field of neural information coding memory and network dynamics.

Implementation of such neuronal models, targeting different platforms, has been reported in various studies. There exist three major approaches for this challenge.

1) Analog implementations are considered as a strong choice for direct implementation of bioinspired nervous systems [7]–[10]. In this approach, electronic components and circuits are utilized to mimic neurological dynamics. Due to its high performance and well-developed technology, an analog very large scale integration implementation enables prototyping of neuronal structures to test theories of bioinspired computation, structure, learning, and plasticity under real-time operation. This is of particular interest for sensory processing systems and biologically inspired robotics. Although these analog solutions are fast and efficient, they are inflexible and require a long development time.

2) Special purpose hardware has been developed to implement neurobiological functions using software-based
systems for large-scale simulations, such as [11] and [12]. Even though these systems are flexible and biologically realistic with considerably high performance, the presented hardware approaches suffer from limited programmability and high cost. Unfortunately, the cost and development time make these approaches impractical for accessible general purpose large-scale simulations.

3) Recently, reconfigurable digital platforms have been used to realize nervous system models [1]–[6]. This approach uses digital computation to emulate individual neuronal behaviors in a parallel and distributed network architecture to implement a system-level dynamic. Although digital computation consumes more silicon area and power per function in comparison with analog counterparts, its development time is considerably lower and is not susceptible to power supply, thermal noise, or device mismatch. In addition, high-precision digital computation makes it possible to implement networks with high dynamic range, greater stability, reliability, and repeatability.

In this paper, a novel simple electronic circuit astrocyte model is proposed to exhibit the biological behaviors. This lays the groundwork for investigation of those types of neuronal synchronization that play an important role in biological information processing and diseases, such as Parkinson, essential tremor, and epilepsies [23]. The rest of this paper is organized as follows. Section II presents a brief background of the original model, while in Section III, the dynamic models of the proposed astrocyte model are explained. In Section IV, the synchrony of two coupled Hopf oscillators, and mathematical analysis of the role played by the proposed astrocyte model in neuronal activity are investigated. Digital implementation of the proposed single astrocyte model and the structure mentioned in the previous section are discussed in Section V. Section VI presents the results of implementation on scope to show the correctness of the theoretical deductions. Finally, Section VII concludes this paper.

II. BACKGROUND

Recently, a generalized dimensionless model [21] to reproduce the dynamics of intracellular Ca\(^{2+}\) waves produced by astrocytes has been proposed. This model has been modified for application to a spatially extended neuron–astrocyte network [22]. This model is useful for exploring the main types of astrocyte response and the resulting dynamical patterns that allow us to predict their changes with varying control parameters. These parameters will be introduced later in this section. This model is specified with the following set of equations:

\[
\begin{align*}
\tau_c \frac{dc}{dt} &= -c - c_1 \left( c_2 \frac{e^2}{1 + e^2} - \frac{c_2^2}{1 + c_2^2} \right) c_4 + r + \beta \cdot S_m \\
 f(c, c_e) &= c_1 \frac{e^2}{1 + e^2} - \left( \frac{c_2^2}{1 + c_2^2} \right) c_4 \\
 \tau_e \epsilon_e &= f(c, c_e)
\end{align*}
\]

where \(c\) is the calcium concentration in the astrocyte cytoplasm and \(c_e\) denotes the calcium concentration within the endoplasmic reticulum. The interaction between the astrocyte and neurons is controlled by the parameter \(Z\) that affects the synaptic activity of the two coupled neurons.

III. MODIFIED MODEL

References [15]–[17] show that the variation of calcium is very important in the neuron–astrocyte interactions. Thus, we initiate to propose the model similar to [24] method, mainly, based on the dynamics of calcium concentration, and we omit ODE (4) that models the release of glutamate. Moreover, based on [22], \(\tau_m > \tau_c\) and \(c_e\) in (1)–(5) is a small parameter, therefore \(\tau_m > \tau_c > e_e\). This means that \(c_e\) has fast dynamics in comparison with \(c\) and \(S_m\), and rapidly reaches its steady state (occuring when \(dc_e/dt = 0\), and thus \(f(c, c_e) = 0\)). Therefore, \(f(c, c_e) = 0\) can be considered in (1)–(5).

The reduced model is then

\[
\begin{align*}
\tau_m \frac{dc}{dt} &= -c + r + \beta \cdot S_m \\
\tau_m \frac{dS_m}{dt} &= (1 + \tanh[S_m(Z - h_S)])(1 - S_m) - \frac{S_m}{dS_m}.
\end{align*}
\]

Moreover, by time scaling \(\tau = \tau_m\) and defining \(c_1 = \tau_m / \tau_c\), \(c_2 = \tau_m r / \tau_c\), \(c_3 = \tau_m / \tau_c\), \(c_4 = S_m / S_m\), \(c_5 = h_S / S_m\), \(c_6 = 1/dS_m\), and renaming \(x = c\), \(y = S_m\), the structure of the model is simplified from (1)–(3) and (5) to (6) and (7). On the other hand, for implementation of tanh, a programmable tanh-like function is considered [25] as follows:

\[
\tanh(x) = \text{sgn}(x) \left[ 1 + \frac{1}{2^n |x|} \left( 2^n |x| - \frac{2^n |x| - 1}{2^n} \right) \right]
\]

where \(n\) is an integer number and determines the steepness of the function. This approximation uses an exp-like \((2^x)\) function instead of \(e^x\) that is given by

\[
2^x \cong 2^{|x|} [1 + (x - |x|)]
\]

where \(|x|\) represents the integer part of \(x\), and \(x - |x|\) indicates the fractional part of \(x\). Using this approximation, several sigmoid-like functions can be designed. Finally, by replacement of (8) in (7), a digital implementation of the
modified model can be formed according to the following:

\[
\begin{align*}
\dot{v} &= -c_1 v + c_2 + c_3 u \\
\dot{u} &= \left(1 + \text{sgn}([c_4(Z - c_5)] \left[1 + \frac{1}{2 \text{sgn}(c_4(Z - c_5))} \times \left(\frac{2^{|c_4(Z - c_5)|} - |2^{|c_4(Z - c_5)|} - 1|}{2}\right)\right]\right) (1 - u) - c_6 u
\end{align*}
\]  

(10)

(11)

where \(\dot{v} = dx/d\tau\) and \(\dot{u} = dy/d\tau\). We set the control parameters \(c_1, c_2, c_3, c_4, c_5,\) and \(c_6\) to the values listed in Table I that are taken from [24].

The nullclines of the proposed astrocyte model provide insights into the similarity in dynamics in comparison with the original model. For obtaining the nullclines and equilibrium points of a dynamical system in the steady state, the inputs and derivatives of the state variables are set to zero. So, considering \(\dot{v} = 0\) and \(\dot{u} = 0\), the nullclines are given by

\[
\begin{align*}
-c_1 v + c_2 + c_3 u &= 0 \\
\left(1 + \text{sgn}([c_4(Z - c_5)] \left[1 + \frac{1}{2 \text{sgn}(c_4(Z - c_5))} \times \left(\frac{2^{|c_4(Z - c_5)|} - |2^{|c_4(Z - c_5)|} - 1|}{2}\right)\right]\right) (1 - u) - c_6 u &= 0
\end{align*}
\]  

(12)

(13)

where \(Z = 0\), there is one fixed point with the coordinate \((v_{eq}, u_{eq}) = (0.095, 0.03)\). To determine the type of this equilibrium point, eigenvalues of the system are calculated as follows:

\[
J(v, u) = J(v_{eq}, u_{eq}) = \begin{bmatrix} -1 & 1.5 \\ 0 & -2.0625 \end{bmatrix}
\]  

(14)

and eigenvalue equation is

\[
P(\lambda) = \lambda^2 + 3.0625\lambda + 2.0625
\]  

(15)

and by solving this equation, we find two real eigenvalues equal to \((\lambda_1, \lambda_2) = (-2.0625, -1)\). This leads to the occurrence of a sink point at \((0.095, 0.03)\), which attracts any point in the phase portrait. So, the behavior of the proposed model without input is quite similar to the original model that is shown in Fig. 1(a) and (b).

When the input \(Z\) is applied to the model, the equilibrium points are

\[
v_{eq} = (c_2 + c_3 u_{eq})/c_1 \\
u_{eq} = l/(l + c_6)
\]  

(16)

(17)

where

\[
l = \left(1 + \text{sgn}([c_4(Z - c_5)] \left[1 + \frac{1}{2 \text{sgn}(c_4(Z - c_5))} \times \left(\frac{2^{|c_4(Z - c_5)|} - |2^{|c_4(Z - c_5)|} - 1|}{2}\right)\right]\right) (1 - u) - c_6 u
\]  

(18)

and it is clear that \(0 < l < 2\). By shifting \(\overline{v} = v - v_{eq}\) and \(\overline{u} = u - u_{eq}\), the equilibrium point is shifted to \((0, 0)\). In the new coordinates, the proposed model is represented by

\[
\dot{\overline{v}} = -c_1 \overline{v} + c_3 \overline{u}
\]  

(19)

\[
\dot{\overline{u}} = -l/(l + c_6) \overline{u}
\]  

(20)
considering that the Lyapunov function $V_1 = 1/2\pi^2$ leads to
$\dot{V}_1 = -(l + c_0)p^2 < c_0\pi^2$. So, $\pi$ is globally exponentially stable. Next, based on the following useful lemma and since the unforced term of $\pi$ (i.e., $-c_1\pi$) is globally exponentially stable, it is input-to-state stable with $\pi$.

Lemma 1 [26]: $f(t, x, u)$ is continuously differentiable and globally Lipschitz in $(x, u)$, uniformly in $t$, if the unforced system $\dot{x} = f(t, x, 0)$ has a globally exponentially stable equilibrium point at the origin $x = 0$, then the system $\dot{x} = f(t, x, u)$ is input-to-state stable.

Proof [26]: Consider the system $\dot{x} = f(t, x, u)$ as a perturbation of the unforced system $\dot{x} = f(t, x, 0)$. The converse Lyapunov Theorem 1 shows that the unforced system $\dot{x} = f(t, x, 0)$ has a Lyapunov function $V(t, x)$ that satisfies the inequality of the theorem globally. Due to the uniform global Lipschitz property of $f$, the perturbation term satisfies $\|f(t, x, u) - f(t, x, 0)\| \leq L_1\|u\|$ for all $t \geq t_0$ and all $(x, u)$. The derivative of $V$ with respect to $\dot{x} = f(t, x, u)$ satisfies

$$
\dot{V} = \frac{\partial V}{\partial t} + \frac{\partial V}{\partial x} f(t, x, u) + \frac{\partial V}{\partial x} [f(t, x, u) - f(t, x, 0)]
\leq -b_3\|x\|^2 + b_4\|x\|L_1\|u\|
$$

To use the term $-b_3\|x\|^2$ to dominate $b_4L_1\|x\|\|u\|$ for large $\|x\|$, we rewrite the foregoing inequality as

$$
\dot{V} \leq -b_3(1 - \beta)\|x\|^2 - b_3\beta\|x\|^2 + b_4L_1\|x\|\|u\|
$$

where $0 < \beta < 1$. Then

$$
\dot{V} \leq -b_3(1 - \beta)\|x\|^2 \forall \|x\| \geq \frac{b_4L_1\|u\|}{b_3\beta}
$$

for all $(t, x, u)$. Hence, the conditions of Theorem 3 are satisfied with $a_1(r) = b_1r^2$, $a_2(r) = b_2r^2$, and $\rho(r) = (b_4L_1/b_3\beta)r$, and we conclude that the system is input-to-state stable with $y(r) = \sqrt{b_2/b_1}(b_4L_1/b_3\beta)r$. Note that Lemma 1 requires a globally Lipschitz function $f$ and global exponential stability of the origin of the unforced system to give input-to-state stability.

Therefore, using Lemma 2 in the following, it can be observed that the origin is a globally asymptotically equilibrium point of (19) and (20). Thus, for all values of $c_i$, the proposed model is globally asymptotically stable. So, similar to the original model, there is also a stable limit cycle in the proposed model that is shown in Fig. 1(c) and (d). It is observed that, in both nonautonomous systems, the phase portraits ultimately converge to the approximately same limit cycle.

Lemma 2 [26]: Under the stated assumptions, if the system $\dot{x}_1 = f_1(t, x_1, x_2)$, with $x_2$ as input, is input-to-state stable and the origin of $\dot{x}_2 = f_2(t, x_2)$ is globally uniformly asymptotically stable, then the origin of the cascade system $\dot{x}_1 = f_1(t, x_1, x_2)$ and $\dot{x}_2 = f_2(t, x_2)$ is globally uniformly asymptotically stable.

Proof [26]: Let $t_0 \geq 0$ be the initial time. The solutions of $\dot{x}_1 = f_1(t, x_1, x_2)$ and $\dot{x}_2 = f_2(t, x_2)$ satisfy

$$
\|x_1(t)\| \leq \beta_1(\|x_1(s)\|, t - s) + \gamma_1(\sup_{s \leq \tau \leq t} \|x_2(\tau)\|) \tag{24}
$$

$$
\|x_2(t)\| \leq \beta_2(\|x_2(s)\|, t - s) \tag{25}
$$

globally, where $t \geq s \geq t_0$, $\beta_1$ and $\beta_2$ are class $\kappa\phi$ functions, and $\gamma_1$ is a class of $\kappa$ function. Apply (24) with $s = (t + t_0)/2$ to obtain

$$
\|x_1(t)\| \leq \beta_1\left(\left\|x_1\left(\frac{t + t_0}{2}\right)\right\|, \frac{t - t_0}{2}\right) + \gamma_1(\sup_{\frac{t_0}{2} \leq \tau \leq \frac{3t_0}{2}} \|x_2(\tau)\|). \tag{26}
$$

To estimate $x_1((t + t_0)/2)$, apply (24) with $s = t_0$ and $t$ replaced by $(t + t_0)/2$ to obtain

$$
\|x_1\left(\frac{t + t_0}{2}\right)\| \leq \beta_1\left(\|x_1(t_0)\|, \frac{t - t_0}{2}\right) + \gamma_1(\sup_{t_0 \leq \tau \leq \frac{3t_0}{2}} \|x_2(\tau)\|). \tag{27}
$$

Using (25), we obtain

$$
\sup_{\frac{t_0}{2} \leq \tau \leq t} \|x_2(\tau)\| \leq \beta_2(\|x_2(t_0)\|, \frac{t - t_0}{2}). \tag{28}
$$

Substituting (27)–(29) into (26) and using the inequalities

$$
\|x_1(t_0)\| \leq \|x(t_0)\|, \quad \|x_2(t_0)\| \leq \|x(t_0)\|
$$

$$
\|x(t)\| \leq \|x_1(t)\| + \|x_2(t)\|
$$

yield

$$
\|x(t)\| \leq \beta(\|x(t_0)\|, t - t_0) \tag{30}
$$

where

$$
\beta(r, s) = \beta_1\left(\beta_1\left(\frac{s}{2}\right) + \gamma_1(\beta_2(r, 0), \frac{s}{2})\right) + \gamma_1(\beta_2(r, \frac{s}{2})). \tag{31}
$$

It can be easily verified that $\beta$ is a class $\kappa\phi$ function for all $r \geq 0$. Hence, the origin of $\dot{x}_1 = f_1(t, x_1, x_2)$ and $\dot{x}_2 = f_2(t, x_2)$ is globally uniformly asymptotically stable.

IV. APPLICATION TO ASTROCYTE INTERACTIONS WITH TWO COUPLED HOPF OSCILLATORS

For the investigation of proposed astrocyte model behaviors in a neuronal network, we apply it to a particular example. In this section, we consider two coupled oscillators modeled by the Hopf system as follows [27]:

$$
\begin{align*}
\dot{x} &= (1 - x^2 - y^2)x + ox + y + x + I \\
\dot{y} &= (1 - x^2 - y^2)y - ox + y + G(x_i - x) \\
\end{align*}
$$

Oscillators states $(x_1, y_1)$ asymptotically converge to the stable circular limit cycle with radius one. They oscillate with the frequencies $o_i, i = 1, 2, o_1 \neq o_2$. Suppose oscillators are coupled linearly with the coupling strength $G > 0$ as follows:

$$
\begin{align*}
\dot{x} &= (1 - x^2 - y^2)x + ox + y + x + G(x_1 - x) \\
\dot{y} &= (1 - x^2 - y^2)y - ox + x + G(y_1 - y). \\
\end{align*}
$$
In the polar coordinates, \((r_i e^{j\theta_i} = x_i + jy_i)\) can be represented as

\[
\begin{align*}
\dot{r}_i &= r_i(1 - G - r_i^2) + Gr_k \cos(\theta_k - \theta_i) \\
\dot{\theta}_i &= \omega_i + Gr_k/r_i \sin(\theta_k - \theta_i)
\end{align*}
\]

(37)

\[
\begin{align*}
i, k \in \{1, 2\} \quad \text{and} \quad i \neq k.
\end{align*}
\]

(38)

To clarify the results, we define the concept of synchronization. If \(x_1(t) = x_2(t)\) for all \(t\), perfect synchronization occurs. For asymmetric initial conditions, that is \(x_1(0) = x_2(0)\), the equality holds asymptotically. For asymmetric systems with \(I_1 = I_2\), perfect synchrony is not expected. A solution \((x_1(t), x_2(t))\) is synchronized if \(x_1(t)\) and \(x_2(t)\) remain close to each other that is \(|x_1(t) - x_2(t)| \leq s(t)e^{-\|I_1 - I_2\|}\), where \(s(t) \geq 0\) is a continuous function with \(\lim_{t \to +\infty} s(t) = 0\) and \(\varepsilon\) is a constant. Moreover, we define desynchronization as the case where \(\lim_{t \to +\infty} |\theta_1(t) - \theta_2(t)| = \pi\). To quantify the synchronization concept, the following complex order parameter is defined [28]:

\[
\Psi(t)e^{j\Omega(t)} = \left(\frac{1}{N}\right) \sum_{i=1}^{N} e^{j\theta_i(t)}
\]

(39)

where \(\Psi(t)\) is the synchronization index, \(\Omega(t)\) is the mean phase, and \(N\) is the number of oscillators (here \(N = 2\)). It is clear that \(0 \leq \Psi \leq 1\) and

\[
\theta(t) = 2\pi \frac{t - t_k}{t_{k+1} - t_k}
\]

(40)

where \(t \in [t_k, t_{k+1}]\), and \(t_k\) is the onset time of the \(k\)th pick of \(i\)th oscillator signal. For two oscillators, we have

\[
|\Psi(t)| = \frac{1}{2} |e^{j\theta_1(t)} + e^{j\theta_2(t)}|
\]

(41)

then

\[
|\Psi(t)| = \frac{1}{2} \sqrt{2 + 2 \cos(\theta_1(t) - \theta_2(t)) + \sin(\theta_1(t) - \theta_2(t))}
\]

(42)

where \(\Psi(t) = 1\) corresponds to coincidence of phases, and desynchronization is characterized by \(\Psi(t) = 0\). Finally, the scheme of the neural network is described as

\[
\begin{align*}
\dot{x}_1 &= (1 - x_1^2 - y_1^2)x_1 + \omega_1 y_1 + x_1 + G(x_2 - x_1) + \rho_1 d \\
\dot{y}_1 &= (1 - x_1^2 - y_1^2)y_1 + \omega_1 x_1 + y_1 + G(y_2 - y_1) + \rho_1 d \\
\dot{x}_2 &= (1 - x_2^2 - y_2^2)x_2 + \omega_2 y_2 + x_2 + G(x_1 - x_2) + \rho_2 d \\
\dot{y}_2 &= (1 - x_2^2 - y_2^2)y_2 + \omega_2 x_2 + y_2 + G(y_1 - y_2) + \rho_2 d
\end{align*}
\]

(43)

\[
\dot{u} = -c_1 + c_2 + c_3 u
\]

(44)

\[
\dot{\theta} = \left(1 + \text{sgn}(|c_4(Z - c_5)|)\right) \left[1 + \frac{1}{2^{2n}|c_4(Z - c_5)|} \left(\frac{2^n|c_4(Z - c_5)| - [2^n|c_4(Z - c_5)| - 1]}{2} \right)\right](1 - u) - c_6 u.
\]

(45)
The input $Z = a(x_1 + y_1 + x_2 + y_2)$ for the proposed model triggers the $y$-dynamics, then $y$ affects the $x$ dynamics through the term $c_3 y$. Since $v$ has a crucial role in (10) and (11) [c in (1)–(5), respectively], we consider $v$ as the model output. Finally, $v$ controls (desynchronizes) the two coupled oscillators through the stimulation terms $\rho_1 x$ and $\rho_1 y$. Note that, among gliotransmitters, which astrocytes release, glutamate has an excitatory effect, whereas ATP has an inhibitory effect. This fact is modeled by considering a positive sign for excitation and negative sign for inhibition. For the simulations shown in Fig. 2, $G = 0.005, \rho_1 = 0.14, \rho_2 = -0.18, \omega_1 = \omega_2 = 0.1, a = 8, c_1 = 1, c_2 = 0.05, c_3 = 1.5, c_4 = 1, c_5 = 2$, and $c_6 = 2$.

V. NETWORK BEHAVIORS

In this section, to investigate the performance of proposed astrocyte model, two well-known network structures are presented. In these structures, oscillators are coupled with other neighborhood oscillators through a weak coupling strength. Moreover, each two connected oscillators on the surface interact with an astrocyte. In these cases, the behaviors of each oscillator and astrocyte, which lead to synchronization and desynchronization of the network, are investigated. The main purpose behind this investigation is the fact that the proposed astrocyte model can optimally increase the input current of the individual oscillators to prevent synchronization in the neural networks. In the networks, depending on the initial values of oscillators and number of connections, different synchrony and asynchrony times occur. Due to the interaction between oscillators and astrocytes, synchrony of two neighbor oscillators is halted and convergence is attempted asynchronously.

A. Four Von Neumann Neighborhood in Flat Form

The first structure is a flat network with von Neumann neighborhood structure [29] that is shown in Fig. 3(a). In this structure, each oscillator is connected to four other neighbors located up, down, left, and right. To create weak coupling between oscillators, we utilize the $x$ and $y$ state variables of the neighbors. For the $j$th oscillator, we have

\[
x'_{j} = (1-x_{j}^2-y_{j}^2) x_{j} + \omega_{j} y_{j} + x_{j} + G((x_{j-1} - x_{j}) + (x_{j+1} - x_{j})) + (x_{j-m} - x_{j}) + (x_{j+m} - x_{j})
\]

\[
y'_{j} = (1-x_{j}^2-y_{j}^2) y_{j} - \omega_{j} y_{j} + y_{j} + G((y_{j-1} - y_{j}) + (y_{j+1} - y_{j})) + (y_{j-m} - y_{j}) + (y_{j+m} - y_{j})
\]

where $m$ is the number of oscillators in each row. Note that, due to the flat form of this structure, the oscillators on the edges are in contact with just two or three neighbors. For example, the oscillator that is in the upper right hand corner connects with two down and left neighbors.

To clarify the effect of connections in the network, we give the network different initial values for $x$ and $y$ and $G = 0.001$. The behavior of this network is shown in Fig. 3(b). We see that all oscillators converge to a common signal with the same phase and frequency. This phenomenon leads to synchrony. To prevent this phenomenon, an astrocyte cell is added between each of the two connected oscillators on the surface. The scheme of the neural network is shown in...
Fig. 3(c) and described as

$$\dot{x}_j = (1-x_j^2-y_j^2)x_j + a_j y_j + x_j + G((x_{j-1} - x_j) + (x_{j+1} - x_j) + (x_{j-m} - x_j) + (x_{j+m} - x_j)) + \rho_1 (u_t + u_{t+1}) + \rho_2 (v_t + v_{t+1})$$

$$\dot{y}_j = (1-x_j^2-y_j^2)y_j - a_j x_j + y_j + G((y_{j-1} - y_j) + (y_{j+1} - y_j) + (y_{j-m} - y_j) + (y_{j+m} - y_j)) + \rho_1 (u_t + u_{t+1}) + \rho_2 (v_t + v_{t+1})$$

$$\dot{u}_t = -c_1 + c_2 + c_3 u_t$$

$$\dot{u}_t = \left(1 + \text{sgn}(c_4(Z_t - c_5)) \left[1 + \frac{1}{\frac{2}{2^n |c_4(Z_t - c_5)| - \frac{2}{2^n |c_4(Z_t - c_5)| - 1}}\right] \right)$$

where $Z_t$ is equal to sum of $x$ and $y$ variable states of two connected oscillators by multiplying a constant coefficient, $a$, and $v_t, u_{t+1}, u_{t+2}$, and $u_{t+3}$ are outputs of all possible connected astrocytes to an oscillator in the network. The simulation results with $\rho_1 = 0.12$ and $\rho_2 = -0.22$ are shown in Fig. 3(d). As it is expected, the proposed astrocyte model modifies the oscillators’ inputs in the network by providing appropriate feedback actions. Therefore, runaway excitation is compensated and normal asynchronous behavior is again resumed quickly.

**B. Full Connection Networked Oscillators**

In this network, we consider a more realistic situation with fully connected networked oscillators to survey the role of astrocyte in prevention of synchrony. The fully connected networked oscillators are shown in Fig. 4(a). The number of connections in this structure is much greater than the previous network that contributes to the occurrence of a shorter synchrony time. Moreover, the fully connected network is much more resistant against desynchronization. In this structure, all oscillators are fully connected to each other, utilizing the $x$ and $y$ state variables of the neighbors for the $j$th oscillator as follows:

$$\dot{x}_j = (1-x_j^2-y_j^2)x_j + a_j y_j + x_j + G \sum_{p=1}^{h} (x_p - x_j)$$

$$\dot{y}_j = (1-x_j^2-y_j^2)y_j - a_j x_j + y_j + G \sum_{p=1}^{h} (y_p - y_j)$$

where $h$ is the number of oscillators in the network. To clarify the effect of these connections in the network, we give the network different initial values for $x$ and $y$ and $G = 0.001$. The behavior of this network is shown in Fig. 4(b). We see that all oscillators attain synchrony state in a short time in comparison with the previous network.
In this section, we present the proposed architecture for implementation of the neural network that contains two Hopf oscillators, modified astrocyte model, and interconnections for weak coupling and decoupling of the oscillators. The arithmetic structure is shown in Fig. 5(a). In this architecture, two Hopf oscillators are coupled through receiving \(x\) and \(y\) signals from each other with a specific gain. These coupling connections force the oscillators to remain synchronized. On the other hand, the astrocyte receives \(x\) and \(y\) signals from both of the oscillators and evaluates and injects a specific signal, \((v)\), for decoupling them. The astrocyte and Hopf blocks contain a digital implementation of the discrete differential equations of the models described in (10) and (11). Each desired signal can be routed to the physical output of target device [in our case, the field-programmable gate array (FPGA)] and converted to analog signal using external digital-to-analog converter chip if it is needed.

### A. Hopf Model

As Fig. 5(b) shows, this unit is a digital implementation of the Hopf oscillator model based on the computational structure of the \(X\) and \(Y\) equations shown in (21) and (22). Here, we omit the \(o\)-dependent equation of the Hopf oscillator because the oscillation frequency is predetermined. According to the equations, this block receives \(x[n]\), \(y[n]\), \(v[n]\), \(x_c[n]\), and \(y_c[n]\) (\(x_c\) and \(y_c\) are the coupling state signals from the other oscillator) to produce \(x[n+1]\) and \(y[n+1]\). This process is performed for producing each sample of the outputs using the last samples. In our digital implementation, there is a memory...
comparatively. This function can be implemented through a combinational digital circuit for our specific purpose. According to the equations, this block receives state signals \( x[n] \) and \( y[n] \) from both oscillators to produce \( u[n + 1] \) and \( v[n + 1] \) and send back \( v[n + 1] \) to the oscillators to decouple them. Similar to the Hopf model, there is a memory register at the each output of the block that stores the outputs for use in the next sample calculations through feedback from the memory outputs to the block inputs. Each of the \( X \) and \( X \) state variables are solved in \( X_b \) and \( Y_b \) bits that can be determined according to the target application values range and the required precision for implementation. The multiplied constants are determined in order to be implemented with shift and add operations. For example, the applied sampling time \( (dt) \) for digital implementation of the differential equations is equal to \( 0.0078125 = 1/128 = 1/(2^7) \) that can be implemented by seven arithmetic shifts to the right. Note that this structure can be optimized in area and speed through pipelining and resource sharing, but we implement a single oscillator through a combinational digital circuit for our specific purpose.

**B. Modified Astrocyte Model**

This unit contains digital implementation of the modified astrocyte model based on the computational structure of the \( v \) and \( u \) equations in (10) and (11), as shown in Fig. 5(c). According to the equations, this block receives state signals \( x[n] \) and \( y[n] \) from both oscillators to produce \( u[n + 1] \) and \( v[n + 1] \) and send back \( v[n + 1] \) to the oscillators to decouple them. Similar to the Hopf model, there is a memory register at the each output of the block that stores the outputs for use in the next sample calculations through feedback from the memory outputs to the block inputs. Bit numbers of the variables are predetermined according to the application, desired precision, and minimum requirement of the precision in the recursive digital implementation of the differential equations. This structure can be optimized in area and speed through pipelining and resource sharing, but we implement a single astrocyte through a combinational digital circuit in this paper. The modified astrocyte model contains a specific function as \( 2^{-n} \times K \) (where \( n \) is a positive integer number) that is a challenge for combinational digital circuit implementation comparatively. This function can be implemented through \( n \) arithmetic shifts to the right on the binary number, \( K \).

According to the equation, \( n \) is a variable number and this implies that we must implement a combinational digital circuit to shift \( K \) as determined by input \( n \). Fortunately, there is an elegant well-known method for this purpose known as the barrel shifter. This shifter contains one multiplexer for each bit of \( n \). Detailed structure of the barrel shifter can be found in the literature.

**VII. IMPLEMENTATION RESULTS**

To verify the validity of the proposed astrocyte model and the neuronal network, the case study outlined in Section IV is implemented on a XILINX XUP Virtex-II Pro Development System, which provides a hardware platform that consists of a high performance Virtex-II Pro XC2VP30 Platform FPGA surrounded by a comprehensive collection of peripheral components [30]. Fig. 6 shows digital oscilloscope photographs of the dynamical behaviors of a single proposed astrocyte model implemented on this FPGA platform for \( u \), \( u \), and \( v-u \) states. High- and low-level device utilization for implementation of a single proposed astrocyte and network are summarized in Tables III and IV.

The results show that the implemented astrocyte model is easily implementable compared with the original model. This is expected because the original model has a term \( f(c, c) \), \( G_m \) state variable, and tanh function that would require a high area consumption for a circuit implementation. Moreover, for evaluating performance of the proposed model in a neuronal network for a desynchronization task, the network studied in Section IV is implemented. Hardware synthesis and implementations on FPGA show that the proposed astrocyte model provides appropriate feedback control in regulating the neuronal activities to desynchronization of two coupled limit-cycle oscillators as the same as original model. High- and low-level device utilization for implementation of a single proposed astrocyte and network is summarized in Tables III and IV.
TABLE III
HIGH-LEVEL DEVICE UTILIZATION OF XILINX VIRTEX-II PRO FOR IMPLEMENTATION OF SINGLE PROPOSED ASTROCYTE MODEL AND NEURONAL NETWORK

<table>
<thead>
<tr>
<th>Resources</th>
<th>Proposed Astrocyte Model</th>
<th>Proposed Neuronal Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>30×30-bit multiplier</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>30-bit adder</td>
<td>13</td>
<td>17</td>
</tr>
<tr>
<td>30-bit subtractor</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>31-bit adder</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>32-bit adder</td>
<td>3</td>
<td>17</td>
</tr>
<tr>
<td>33-bit adder</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>35-bit subtractor</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>36-bit adder</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>55-bit adder carry in</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>55-bit subtractor</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>8-bit adder carry out</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>30-bit up accumulator</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Flip flops</td>
<td>8</td>
<td>128</td>
</tr>
</tbody>
</table>

TABLE IV
LOW-LEVEL DEVICE UTILIZATION OF XILINX VIRTEX-II PRO AND THE USED PERCENTAGE OF BASIC ELEMENTS FOR IMPLEMENTATION OF SINGLE PROPOSED ASTROCYTE MODEL AND NEURONAL NETWORK

<table>
<thead>
<tr>
<th>Resources</th>
<th>Proposed Astrocyte Model</th>
<th>Proposed Neuronal Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Slices</td>
<td>189 (1.3%)</td>
<td>1213 (8.8%)</td>
</tr>
<tr>
<td>Number of Slice Flip Flops</td>
<td>68 (0.2%)</td>
<td>188 (0.6%)</td>
</tr>
<tr>
<td>Number of 4 input LUTs</td>
<td>352 (1.2%)</td>
<td>2321 (8.4%)</td>
</tr>
<tr>
<td>Number of bonded I/Os</td>
<td>21 (3.7%)</td>
<td>22 (3.9%)</td>
</tr>
<tr>
<td>Number of MULTI/XXIs</td>
<td>4 (2.9%)</td>
<td>36 (26%)</td>
</tr>
<tr>
<td>Number of GCLKs</td>
<td>2 (12.5%)</td>
<td>2 (12.5%)</td>
</tr>
</tbody>
</table>

VIII. CONCLUSION

This paper presents a conveniently implementable electronic circuit astrocyte model that exhibits the relevant biological behaviors. Moreover, this lays the groundwork for the investigation of those types of neuronal synchronization that play an important role in biological information processing and some neural system diseases. To this end, a relevant case study is implemented in this paper. Findings show that our proposed modifications simplify the hardware implementation yet demonstrate relevant dynamical behaviors.

APPENDIX A

PROOF OF THEOREM 1 [26]

Let \( x = 0 \) be an equilibrium point for the nonlinear system

\[
\dot{x} = f(t, x)
\]

where \( f: [0, \infty) \times D \rightarrow \mathbb{R}^n \) is continuously differentiable, \( D = \{ x \in \mathbb{R}^n \mid ||x|| < r \} \), and the Jacobian matrix \( \partial f/\partial x \) is bounded on \( D \), uniformly in \( t \). Let \( k, \lambda \), and \( r_0 \) be positive constants with \( r_0 < r/k \). Let \( D_0 = \{ x \in \mathbb{R}^n \mid ||x|| < r_0 \} \).

Assume that the trajectories of the system satisfy

\[
||x(t)|| \leq k ||x(t_0)|| e^{-\lambda(t-t_0)} \quad \forall x(t_0) \in D_0 \quad \forall t \geq t_0 \geq 0.
\]

Then, there is a function \( V: [0, \infty) \times D_0 \rightarrow \mathbb{R} \) that satisfies the inequalities

\[
\begin{align*}
\frac{\partial V}{\partial t} + \frac{\partial V}{\partial x} f(t, x) & \leq -b_3 ||x||^2 \\
\frac{\partial V}{\partial x} & \leq b_4 ||x||
\end{align*}
\]

for some positive constants \( b_1, b_2, b_3, \) and \( b_4 \). Moreover, if \( r = \infty \) and the origin is globally exponentially stable, then \( V(t, x) \) is defined and satisfies the aforementioned inequalities on \( \mathbb{R}^n \). Furthermore, if the system is autonomous, \( V \) can be chosen independent of \( t \).

Proof [26]: Due to the equivalence of norms, it is sufficient to prove the theorem for the 2-norm. Let \( \phi(t; t, x) \) denote the solution of the system that starts at \( (t, x), \) that is, \( \phi(t; t, x) = x \). For all \( x \in D_0, \phi(t; t, x) \in D \) for all \( t \geq t \). Let

\[
V(x, t) = \int_t^{t+\delta} \phi^T(t; t, x) \phi(t; t, x) d\tau
\]

where \( \delta \) is a positive constant to be chosen. Due to the exponentially decaying bound on the trajectories, we have

\[
V(t, x) = \int_t^{t+\delta} ||\phi(t; t, x)||_2^2 d\tau \leq \int_t^{t+\delta} k^2 e^{-2\lambda(t-\tau)} d\tau ||x||_2^2
\]

\[
= \frac{k^2}{2\lambda} (1 - e^{-2\lambda\delta}) ||x||_2^2.
\]

On the other hand, the Jacobian matrix \( \partial f/\partial x \) is bounded on \( D \). Let

\[
\left\| \frac{\partial f}{\partial x} (t, x) \right\|_2 \leq L \quad \forall x \in D.
\]

Then, \( ||f(t, x)||_2 \leq L ||x||_2 \) and \( \phi(t; t, x) \) satisfies the lower bound

\[
||\phi(t; t, x)||_2 \geq ||x||_2 e^{-2L(t-\tau)}.
\]

Hence

\[
V(t, x) \geq \int_t^{t+\delta} e^{-2L(t-\tau)} d\tau ||x||^2 \geq \frac{1}{2L} \frac{1 - e^{-2L\delta}}{1 - e^{-2L\delta}} ||x||_2^2.
\]

Thus, \( V(t, x) \) satisfies the first inequality of the theorem with

\[
b_1 = \frac{(1 - e^{-2L\delta})}{2L}, \quad b_2 = \frac{k^2(1 - e^{-2\lambda\delta})}{2\lambda}.
\]

To calculate the derivative of \( V \) along the trajectories of the system, define the sensitivity functions

\[
\begin{align*}
\phi_t(t; t, x) &= \frac{\partial}{\partial t} \phi(t; t, x), \quad \phi_x(t; t, x) &= \frac{\partial}{\partial x} \phi(t; t, x).
\end{align*}
\]
Then
\[ \frac{\partial V}{\partial t} + \frac{\partial V}{\partial x} f(t, x) = \phi^T(t + \delta; t, x) \phi(t + \delta; t, x) \]
\[ - \phi^T(t; t, x) \phi(t; t, x) + \int_t^{t+\delta} 2\phi^T(t, x) \phi(t, x) d\tau \]
\[ + \int_t^{t+\delta} 2\phi^T(t, x) \phi(t, x) d\tau f(t, x) \]
\[ = \phi^T(t + \delta; t, x) \phi(t + \delta; t, x) - ||x||^2 \]
\[ + \int_t^{t+\delta} 2\phi^T(t, x) \phi(t, x) f(t, x) d\tau. \] (70)

It is shown that
\[ \phi(t; t, x) + \phi_x(t; t, x) f(t, x) = 0 \quad \forall \tau \geq t. \] (71)

Therefore
\[ \frac{\partial V}{\partial t} + \frac{\partial V}{\partial x} f(t, x) = \phi^T(t + \delta; t, x) \phi(t + \delta; t, x) - ||x||^2 \]
\[ \leq -(1 - k^2 e^{-2t\delta}) ||x||^2. \] (72)

By choosing \( \delta = \ln(2k^2)/(2\lambda) \), the second inequality of the theorem is satisfied with \( h_3 = 1/2 \). To show the last inequality, let us note that \( \phi(t; t, x) \) satisfies the sensitivity equation
\[ \frac{\partial}{\partial \tau} \phi_x = \frac{\partial f}{\partial x} (t, \phi(t, x)) \phi_x, \quad \phi_x(t; t, x) = I. \] (73)

Since
\[ \left\| \frac{\partial f}{\partial x} (t, x) \right\| \leq L \] (74)
on \( D, \phi_x \) satisfies the bound
\[ \|\phi_x(t; t, x)\|_2 \leq e^{L(t-t)} . \] (75)

Therefore
\[ \left\| \frac{\partial V}{\partial x} \right\|_2 \leq \left\| \int_t^{t+\delta} 2\phi^T(t, x) \phi(t, x) d\tau \right\|_2 \]
\[ = \frac{2}{(\lambda - L)} \left[ 1 - e^{-(\lambda-L)t} \right] ||x||^2. \] (76)

Thus, the last inequality of the theorem is satisfied with
\[ b_4 = \frac{2}{(\lambda - L)} \left[ 1 - e^{-(\lambda-L)t} \right]. \] (77)

If all the assumptions hold globally, then clearly \( r_0 \) can be chosen arbitrarily large. If the system is autonomous, then \( \phi(t; t, x) \) depends only on \( (\tau - \tau) \)
\[ \phi(t; t, x) = \phi(\tau - t; x). \] (78)

Then
\[ V(t, x) = \int_t^{t+\delta} \phi^T(t - t; x) \phi(t - t; x) d\tau \]
\[ = \int_0^\delta \phi^T(s; x) \phi(s; x) ds \] (79)

which is independent of \( t \). We know that if the linearization of a nonlinear system about the origin has an exponentially stable equilibrium point, then the origin is an exponentially stable equilibrium point for the nonlinear system. We will use Theorem 1 to prove that exponential stability of the linearization is a necessary and sufficient condition for exponential stability of the origin.

**APPENDIX B**

**PROOF OF THEOREM 2 [26]**

Let \( D \subset \mathbb{R}^n \) be a domain that contains the origin and \( V : [0, \infty) \times D \rightarrow R \) be a continuously differentiable function such that
\[ \alpha_1(||x||) \leq V(t, x) \leq \alpha_2(||x||) \] (80)
\[ \frac{\partial V}{\partial t} + \frac{\partial V}{\partial x} f(t, x) \leq -W_3(x) \quad \forall \|x\| \geq \mu > 0 \] (81)
\[ \forall \tau \geq 0 \text{ and } \forall x \in D, \text{ where } \alpha_1 \text{ and } \alpha_2 \text{ are } \kappa \text{ functions and } W_3(x) \text{ is a continuous positive definite function}. \]

Then, there exists a class of \( \kappa \) function \( \beta \) and for every initial state \( x(t_0) \), satisfying \( \|x(t_0)\| \leq \alpha_2^{-1}(\alpha_1(r_0)) \), there is \( T \geq 0 \) [depending on \( x(t_0) \) and \( \mu \)] such that the solution of \( \dot{x} = f(t, x) \) satisfies
\[ \|x(t)\| \leq \beta(||x(t_0)||, t - t_0) \quad \forall t_0 \leq t \leq t_0 + T \] (83)
\[ ||x(t)|| \leq \alpha_1^{-1}(\alpha_2(\mu)) \quad \forall \tau \leq t_0 + T. \] (84)

Moreover, if \( D = \mathbb{R}^n \) and \( \alpha_1 \) belongs to class \( \kappa_\infty \), then (83) and (84) hold for any initial state \( x(t_0) \), with no restriction on how large \( \mu \) is.

**Proof [26]:** Inequalities (83) and (84) show that \( x(t) \) is uniformly bounded for all \( t \geq t_0 \) and uniformly ultimately bounded with the ultimate bound \( \alpha_1^{-1}(\alpha_2(\mu)) \). The ultimate bound is a class \( \kappa \) function of \( \mu \); hence, the smaller the value of \( \mu \), the smaller the ultimate bound. As \( \mu \to 0 \), the ultimate bound approaches zero.

**APPENDIX C**

**PROOF OF THEOREM 3 [26]**

Let \( V : [0, \infty) \times \mathbb{R}^n \rightarrow R \) be a continuously differentiable function such that
\[ \alpha_1(||x||) \leq V(t, x) \leq \alpha_2(||x||) \] (85)
\[ \frac{\partial V}{\partial t} + \frac{\partial V}{\partial x} f(t, x, u) \leq -W_3(x) \quad \forall \|x\| \geq \rho(||u||) > 0 \] (86)
∀ (t, x, u) ∈ [0, ∞) × R^n × R^m, where a_1 and a_2 are class $\kappa_\infty$ functions, $\rho$ is a class $\kappa$ function, and $W_3(x)$ is a continuous positive definite function on $R^n$. Then, the system $\dot{x} = f(t, x, u)$ is input-to-state stable with $\gamma = a_1^{-1}a_2\rho$.

Proof [26]: By applying the global version of Theorem 2, we find that the solution $x(t)$ exist and satisfies

$$||x(t)|| \leq \beta(||x(t_0)||, t - t_0) + \gamma (\sup_{t_0 \leq t \leq t_1} ||u(\tau)||) \quad \forall t \geq t_0. \quad (87)$$

Since $x(t)$ depends only on $u(\tau)$ for $t_0 \leq t \leq t_1$, the supremum on the right-hand side of (80) can be taken over $[t_0, t_1]$, which yields

$$||x(t)|| \leq \beta(||x(t_0)||, t - t_0) + \gamma (\sup_{t_0 \leq t \leq t_1} ||u(\tau)||). \quad (88)$$
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