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Abstract

A series of short-time stochastic resonance (SR) phenomena, realized in a bistable receiver, can be utilized to detect a train
of information represented by signals that adopt frequency-shift keying (FSK). It is demonstrated that the values of noise inten-
sity at resonance regions are close for adjacent periodic signals with an appropriate frequency separation. This establishes the
possibility of decoding subthreshold or slightly suprathresitdry FSK signals in bistable receivers. Furthermore, the mech-
anism of FSK signal detection via short-time SR effects is elucidated in terms of the receiver response speed. This phenomenon
provides a possible mechanism for information processing in a bistable device operating in nonstationary noisy environments,
where even the inputs appear over a short timescale or have a frequency shift.
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1. Introduction single-frequency sinusoidal input conveys little infor-
mation content, this effect has been extended to ape-
riodic (i.e., broadband) input signals, leading to the

Stochastic resonance (SR) is now a well established term: aperiodic stochastic resonance (ASB}16].
phenomenon wherein the response of a nonlinear sys-From the point of view of information transmission,
tem to a subthreshold periodic input signal can be an aperiodic information-bearing signal might be as-
enhanced by the assistance of nofse7]. Since a  sociated with analog (amplitude and frequency) mod-

ulated signal§17-21] or digitally modulated signals
[10,12,20-22,24—29}ithin the context of SR effects.
* Corresponding author. Digital pulse amplitude modulated signals have been
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nomena, suggesting novel applicatigh,12,22,24— From a series of short-time SR effects, the input
29]. Recently, a new type of electronic receiver based information contents can be deciphered at the out-
on SR properties has been proposed for retrieval of put of the bistable receiver in terms of different sig-
subthreshold digitally modulated signals that utilize nal frequencies. The SR effects realized in a non-
frequency-shift keying (FSKR0,21] linear bistable receiver, as will be shown, are not
In the present Letter, the input information se- sensitive to adjacent periodic signals with an appro-
quences are also represented by equal-energy orthogpriate frequency separation. In other words, the val-
onal signal waveforms that differ in frequency, i.e., ues of the noise intensity at resonance regions are
the FSK signalg20,21,37] But, the prototype SR  close for two adjacent periodic signals. This nonlin-
model, i.e., an overdamped bistable systdm6,9— ear characteristic of a bistable receiver is then stud-
12,18,22,24-32]is adopted as a nonlinear receiver ied in detail for detecting/-ary FSK digitally mod-
that decodes the received signals. In each symbol in- ulated signals. It is also interesting to notice that, in
terval, FSK signals represent the digital information addition to subthreshold FSK signal detection, this
with a single-frequency periodic waveform, and the strategy can be extended to enhance the detection of
conventional SR-type phenomenon will appear in the slightly suprathreshold FSK signals. Furthermore, the
presence of an appropriate amount of noise. Usu- response speed of bistable receivers, independent of
ally, conventional SR is characterized with a statis- the frequency of input signals, is theoretically deduced
tical measurement, e.g., signal-to-noise ratio, result- in Section3. In view of the receiver response speed,
ing from long-term observational data-16]. In con- the mechanism oM -ary FSK signal detection is ex-
trast, we are more interested in the noise-enhancedplained. Finally, we suggest that short-time SR is not
effects that occur in each short-term duration of each a trivial effect in signal detection, for example, in the
symbol interval as the noise intensity increases—what detection of bipolar pulse signals with an unknown ar-
we call theshort-time SR phenomenon in this Letter.  rival time [29]. The short-time SR effect may also be
Due to the transient nature of the input waveform in of interest for bistable electronic or optical devices op-
each symbol interval, we decode the digital informa- erating in nonstationary noisy environments, regard-
tion with a rule based on zero crossing times, rather less of the short timescale or the frequency shift.
than a statistical measurement. We note that the in-
put is an aperiodic signal and the noise-induced syn-
chronization in a bistable receiver can be related to 2. Bistablereceiver and M-ary FSK signal
ASR effects in view of the long-term timescale of en- detection
tire transmission time (over 5000 transmitted codes).

Thus, an information measure, the percentage of bytes  An input information-bearing sequen¢s is map-

correctly decoded, is employed to quantify the perfor- ped onto theV-ary FSK signalS(r) as
mance of the bistable receiver. Here, short-time SR is

emphasized as being in a short-term timescale of the S(r) = Aco92x f,,t), m=1,2,..., M, Q)
symbol interval, whereas we are in a standard situa-
tion of ASR in the case of a long-term data statistics.
Since the ASR phenomenon cannot cover all features . . . .
of the detection of FSK modulated digital signals, of M Eossm!e carner frequencies cprrespondmg to
short-time SR is claimed here in regard to the adap- M =2 possmlek_-blt sy_mbols, gndT is the symbol
tive ability of a bistable receiver to the timescale and interval. The received signdi(r) is

the frequency variations. Additionally, the short-time _

SR effect is consistent with detecting weak signals R(t) = Acos2nfut + ¢m) + 1), @
from a short data recorf27], storing information in where ¢, are phase shifts of carrier frequencigs

a short-term memory devid@8] and exploring tran-  induced by the channel, and the background ngise
sient stimulus-locked coordinated dynamics in terms is additive Gaussian white noise with autocorrelation
of mechanisms of short-term adaptation in sensory (n(¢)n(0)) =2D4§(¢) and zero-mean. Her& denotes
processing36]. the noise intensity. NextR(¢), as shown irFig. 1, is

for (m — DT <t <nT,n=12,.... Here, A is
the amplitude{ f,,,m = 1,2,..., M} denotes the set
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Fig. 1. Bistable receiver and demodulator Mdrary FSK signals.

applied to a bistable dynamic receiver characterized as g
dx(t) x3(1)
=x(t) — —~ + R(@), 3

R (1) X2 (1) 3)
with receiver parameters, > 0 and X, > 0 [22].
Here,z, is related to the system relaxation time. The
dynamics of Eq.(3) is derived from the symmetri-
cal double-well potentiaVp(x) = —x2/2+x%/(4X2), time (s)

. .. _ 2 _
having the two mmlmaVO(iX_b) - _Xb/4' Pa_ra Fig. 2. Time evolution of binary FSK signal transmission in a
mete_rSTa and X, have the Un'tsl of time and signal  pistaple receiver. (ay(r) = 50co%8r 1) representing binary digit 1
amplitude respectively, and define natural scales as- (or 0). Here,S(:) is plotted with solid and dashed curves alter-
sociated with the process of E(B) [24]. The term nately in each symbol interval Gf = 1 s, and should be considered
“subthreshold” associated with the input signal am- as segmented signals rather than a continuous wave in the whole

. . =S o transmission time. (b) The received signaki&). Here, the phase
plitude requires than < 2X;/+/27, so that the in shift ¢, induced by the channel is/6 and the noise intensity

put S(z) alone is too weak to induce transitions at the p — 0.8 v2/Hz. (c) The bistable receiver output signat) with
output of bistable receiver. Otherwise, an input signal parameters, = 1/3000 s andX; = 150 V. The decoded binary
is “suprathreshold” for bistable receivdEs22,24] bits are depicted in terms of the zero crossing times. The sampling
. . . . . i —10-°
We are interested in recovering the successive input ime A7 =107"s.
information bits, from the observation of the system

statex(r). Moreover, our focus is on the signal fre-  minimum frequency separation between adjacent sig-
quency rather than the waveforms at the output of the na|s for orthogonality of théZ-ary FSK signals. Then,
bistable receiver, due to the information content being the output information sequendeis decoded. Now,
represented by different frequencies. In this Letter, we hjs system of Eq(3) with a digital input and output,
numerically integrate the stochastic differential equa- -5n pe viewed as an information channel transmitting
tion of Eq. (3) using a Euler—Maruyama discretiza- digital data. By comparing sequencésand Y, the

Ta

tion method with a small sampling time steép < 7, measure of the percentage of bytes correctly de-
[38]. The demodulation method, as shownfiiy. 1, coded will be employed to quantify the performance
is implemented with zero crossing timeg,. If the of this nonlinear information channel. We shall show

bistable receiver follows the periodic signal correctly tnat this transmission of information can be assisted
by the assistance of noise, the zero crossing tivgs  py additive noise in each symbol interval, a property
of modulated signalS(:) should be Z,,T in each we interpret as a short-time SR effect.

symbol intervalT. At the output of the bistable re- As the noise intensityD increases from zero to
ceiver, however, the zero crossing timég will be in the resonance point or the resonant region, shown in
the vicinity of 2f,, T even in the resonance region of Fig. 2(c), the switching between wells is made to agree
noise, as shown ifrig. 2(c). For simplicity, the bytes  ¢|osely with the input periodic signal, resulting from
represented by the corresponding input signals with the combined action of noise and periodic signal in a

frequencyf,, are decoded as bistable receiver. This synchronization phenomenon in
(14 )T < Ny < (Fn + fus)T,  OF each symbol interval of" is called the short-time SR
effect. InFig. 2(a), the input periodic signals in each
@fm = APT < N < @fm + AT, (4) short data record of time length have the same fre-
with the frequency separatiof = f,,,+1 — fin for guency, which can represent a particular input binary

m=1212....,M and Af = 1/(2T) represents the sequencd =[11...1Jor/ =[00... 0]. The res-
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Fig. 3. The percentag® of correctly decoded bytes as a func-
tion of noise intensityD. In each symbol interval of lengtif,

the input signalS(r) = 50cos2x f;,¢t) has a frequencyf,, (as
marked in the legend). The statistical valuesPofire computed nu-
merically from 5000 transmitted codes. Here, receiver parameters
7, =1/3000 s andX;, = 150 V. Also,T = 1 s andAr = 103 s.

onance curves, illustrated Fig. 3, are distinct from
the previous conventional SR form: the SR effect is
manifested and observed in each symbol intefal
rather than the entire transmission time. Numerical re-
sults of Fig. 3 show that the percentage of correct
switching events, as the noise intensidyincreases,
presents a typical SR characteristic. Especially wor-
thy of note is that the resonant regions or points of
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Fig. 4. (a) A binary FSK signa$ () = 50 co$2x f,¢) with carrier
frequencies 4 Hz and 6 Hz representing binary code words 0 and 1,
respectively. Parameters afg= 1/3000 s andX; = 150 V. Here,

(b), (c) and (d) are plots of receiver outputg) at D = 0.1 V2/Hz,

D = 0.37 V2/Hz and D = 1.1 V2/Hz. The erroneous decoded
bytes are bracketed. The phase shift induced by the channel
is7/6. Also,T =1sandAr =105 s.

FSK signals for bistable receivers. The sig§al) =

58 cos2x f,t), as illustrated irFig. 8a), are with car-
rier frequencies 4, 6, 8 and 10 Hz. Here, the amplitude
A =58> 2X;,/+/27 is slightly suprathreshold for the
bistable receiver witkX;, = 150 V, since the determin-
istic switching can occur in the presence of the signal
alone. However, this suprathreshold ingidt) is fast

two adjacent frequencies are close. This indicates thatfor the receiver with the parameté®, = 150 V, and

the bistable receiver is not sensitive to the frequency
change of periodic input signals. Thus, it is possible
to use a bistable receiver to decosleary informa-
tion represented by periodic signals with different fre-
qguencies, i.e., FSK digitally modulated signals. This
possibility is immediately demonstratedHigs. 4 and
6 with numerical examples of binary and 4-ary FSK
signal detection, respectively. In different symbol in-
tervals of lengthr’, the bistable receiver can follow the
input periodic signals with adjacent frequencies in an
appropriate noise intensity region. The percentage
as shown inFigs. 5 and 7is a honmonotonic func-
tion of noise intensityD for different binary and 4-ary
FSK signals, resulting from a series of short-time SR
effects.

We also note that the above detection strategy
can be extended to detect slightly suprathreshold

the dynamical bistable receiver output cannot cross the
zero threshold in one period of £, without the help

of noise, as shown ifrig. 8(b). In such a condition,
the noise plays a constructive role, by spurring the out-
put switching of the system, helping to better follow
the transitions present in the fast suprathreshold input
[23,24], as seen irFig. §d). This temporal effect is

a residual SR phenomenon occurring in one symbol
interval of T, wherein a slow dynamical system ex-
ploits noise to track the variations imposed by a fast
slightly suprathreshold inpyg3,24] In the view of

the short timescale of effects, we also associate it with
the short-time SR in this Letter. The corresponding
percentageP, as shown irFig. 9, manifests a repre-
sentative SR-type behavior as noise intengityaries

for different 4-ary suprathreshold FSK signals. For
M > 4, a parallel bank of receivers can be designed
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Fig. 5. Plots of the percentage as a function ofD for binary FSK signal detection in bistable receivers. The statistical values arfe
obtained from 5000 transmitted codes. The corresponding carrier frequencies are given in plots. (a) The receiver parametet$30@0 s
andX;, =150 V. Here,T =1 s andS(r) = 50 cog2x f;,1). (b) The receiver parameters age= 1/10000 s and(;, =380 V. Here, =0.1 s
andS(t) = 140co%2x f,t). The sampling time ig\r = 107°s.

200H(A) ' ' ' ]

o R ; - of zero,n/6, /4, 7/2 and 3r/4. We observe that

@ 0_‘ 58 WW o WWW oo WWW o VWWN i WWN the percentage® is almost same for different phase
0. 0.6 0.8 1

-200
shifts in detecting 4-ary FSK signals. This indicates

.2 0.4

0
199078 ' ' ' ' that the bistable receiver is robust to the phase shift and
g o applicable when the carrier phase is unknown at the re-
~1000, 0 ©9 ‘°"014°° T ©9) (°°>018 ©9 o1 . ceiver and no attempt is made to estimate its values. In
1000775 ' ' ' ' the presence of periodic inputs, the receiver dynamics

is derived from the antisymmetric double-well poten-
tial V(x, 1) = Vp(x) — Ax cOS27 fiut + ¢m). The zero
crossing timesv,,, i.e., barrier crossings, are counted
as the noise-induced transitions between the right and

x(t)
o

-1000
1000

2 O . .
) i s the left well, while the wells are raised and lowered
1000, 02 04 06 08 1 successively. In terms of the rule of §¢), unknown

time (s) or random phase shift seems not to affect this detec-

Fig. 6. (a) A 4-ary FSK signab(r) = 140c0827 fy1) with car- tipn strategy, because the zero crossing times are de-
rier frequencies 40, 60, 80 and 100 Hz, representing 4-ary code cided aq fin—1+ f)T < N < (fmn+ fm+2)T, rather
words 00, 01, 10 and 11, respectively. The receiver parameters arethan N, = 2, T, standing for the correctly decoded

1, =10"% s andX,, = 380 V. Here, (b), (c) and (d) are plots of  bytes represented by the input signals frequefigy
receiver outputs: (1) at b = 0.25 V?/Hz, D = 1.0 V?/Hz and Note that the zero crossing timag, are obtained by

D = 2.4 V¢ /Hz. The erroneous decoded bytes are bracketed. The over-sampling the receiver outputr). This interest-

phase shiftp,, induced by the channel is/6. Here,T = 0.1 s and . .
Ar—10-55. ing problem deserves further study in the future.

for this complicated task, with different receiver para- ] ) o
meters and improved deciphering scheme. 3. Themechanism of FSK signal detection in a
Next, we investigate the behavior of the bistable Pistablereceiver
receiver when the phase shift is not known or ran-
dom. InFig. 10 the percentag® of correctly decoded In this section we shall now attempt to explore
bytes are illustrated as the phase shiftakes values  the physical mechanism of FSK signal detection in a
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Fig. 7. Plots of the percentage as a function ofD for the 4-ary FSK signal transmission in bistable receivers. The corresponding carrier
frequencies are given in the legend of the above plots. Graphs (a) and (b) are with the same paraméteyssasaspectively.
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Fig. 8. (a) A 4-ary slightly suprathreshold FSK signal

S(r) = 58co82r f,,, 1) with carrier frequencies 4, 6, 8 and 10 Hz,

1
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o
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—e f =[81012 14]Hz
0.9+ — f,=[1012 14 16]Hz ||

02 04 06 08 1 12 14 16 18
D, V3/Hz

Fig. 9. The percentagk of correctly decoded bytes as a function of
noise intensityD for the 4-ary slightly suprathreshold FSK signal
detection in bistable receiver. The corresponding parameters are as

representing 4-ary code words 00, 01, 10 and 11, respectively. The same as iffig. 8.

receiver outputs (1) at (b) D = 0 V2/Hz, erroneous decoded bytes
are bracketed; (cp = 0.025 V2/Hz; (d) D = 0.31 VZ/Hz, op-
timum noise intensity; (e)> = 1.5 V2/Hz, too much noise. The
phase shiftp,, induced by the channel is/7. Here,Ar = 1075 s,

7, =1/3000 s and¥; =150 V.

deeper understanding of the FSK signal detection in a
nonlinear bistable receiver.
In numerical simulations, we numerically sample

bistable receiver, by exploiting an approximation of a sinusoidal signal with zero-hold and sampling time

the nonstationary probability density of E) and

At K 1, [10,22,24,25,29]Hence, in a sampling in-

its temporal relaxation. The temporal relaxation of the terval of A¢, the system of Eq(3) is subjected to a
nonstationary probability density, termed the receiver constant amplitude(r) = A; (iAr <t < (i + 1)At,

response speex, will be demonstrated as being in-

i=0,1,2,...),asshownirFig. 11 In the presence of

dependent of the input signal frequency. The study of noisen(t), the statistically equivalent description for
system response speed allows us to explicitly have athe corresponding probability density(x, z) is gov-



F. Duan, D. Abbott / Physics Letters A 344 (2005) 401-410

—— =0

—— $=n/6
—— $=pi/4
—— ¢=n2 ||
—— 0=3m/4

0.91

0.8

P, %

0.7f

0.6

0.51

0.4 0.6 0.8 1 1.2 1.4
D, VPHz

0.2
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phase shiftsp = 0, /6, 7/4, n/2 and 3r/4. The input signal
S(r) = 50co082r f;,t) has carrier frequencies 4, 6, 8 and 10 Hz.
The receiver parameters arg= 1/3000 s andX;, = 150 V. Here,
T=1sandAr=10"%s.

0y 0.1 0.2 03 0.4
time (s)

0.5

Fig. 11. A sinusoidal signal with zero-hold sampling.

erned by the Fokker—Planck equation

ap(x,1)
ar

q D 9
Ty [av (X)‘Faﬁ]/o(x’f), )

whereV'(x) = —(x — x3/X2 + A;) and the Fokker—

Planck operatorLep = 2 V'(x) + TQ%ZZ p(x, 1)
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of Eq. (5), for a constant input a4;, is given by
p@x)=lim p(x.1) = Cexp[—7.V (x)/D]. (6)

where C is the normalization constaf89]. As the
sampling amplituded; varies, we encounter the non-
stationary solutiom (x, r) of the Fokker—Planck equa-
tion, i.e., Eq(5). This analysis is performed ippen-

dix A. We show inAppendix Athat the nonstationary
solutionp (x, t) can be expanded as an asymptotic rep-
resentation of eigenfunctioms(x) and eigenvalues;

n
pet) =) Ciui(x)

i=0

x exp[—1aV (x)/(2D) ] expl—A;t], )
where C; are normalization constants fér= 0, 1,
Specifically, the inverse of the minimal positive
eigenvaluers is a measure of the slowest time taken
by the bistable receiver to tend to the steady-state so-
lution of Eq.(6). In other words1 is the speed of the
bistable receiver tracing the variety of input signals,
whence our term “receiver response speédd. 12
shows the behavior of the receiver response speed in
the related regions. Note that the receiver response
speedis, for a fixed bistable receiver with parame-
terst, and Xy, is @ monotonically increasing function
of signal amplitude|A|] and noise intensityD, but
independent of the input signal frequengy, as in-
dicated in Eq.(A.8). When the noise intensitp is
too small, the receiver cannot follow the input sig-
nal correctly, as shown ifrigs. 4(b) and 6(b)How-
ever, in the resonant regions of noise intensity
A1 is large enough to make the receiver outp(t)
reach the steady-state, whereas the signal amplitude
continually changes from-A to A at different but
adjacent carrier frequencieg,. This indicates de-
tecting weak FSK modulated signals is possible in a
bistable receiver, as seen kigs. 4(c) and 6(c)Af-
ter the noise intensity) is beyond the resonance re-
gion, A1 is too fast to catch up with the fluctuations
induced by noise, resulting in the loss of synchro-
nization, as shown ifrigs. 4(d) and 6(d)Especially,
we argue that the so-called suprathreshold FSK signal
S(t) = AcoS27 f,nt) (A > 2X)/+/27) is mainly sub-
threshold and slightly suprathreshold as illustrated in

obeys the natural boundary conditions such that it van- Fig. 8 since the amplitudgd | changes in each period.

ishes at large for anyr [39]. The steady-state solution

Therefore, the system response spgeds in such a
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Fig. 12. The receiver response speedas a function of signal
amplitude|A| and noise intensityD for the receiver with para-

meters (a)ry = 1/3000 s andX, = 150 V and (b)r, = 1074 s
and X; = 380 V. The slightly suprathreshold region ¢d| is
|A| = 2X},//27+ ¢ ande is a small value.

region that the receiver can follow the variation of in-

put more correctly, even if the input amplituglé| is
slightly suprathreshold.

The receiver response spekd contributes to the

4. Discussion and conclusion

A detection strategy for FSK digitally modulated
signals with a nonlinear bistable receiver was ana-
lyzed. It was numerically demonstrated that the res-
onance values of noise intensity appear closely for
FSK modulated signals with adjacent frequencies. As-
suming a demodulation method of the zero crossing
times, a series of SR effects appearing in each sym-
bol interval—what we call short-time SR—provide
the possibility of detecting subthreshold and slightly
suprathresholdM-ary FSK signals in bistable re-
ceivers. In order to understand the mechanism of FSK
signal detection more deeply, we introduce the re-
ceiver response speed, i.e., a theoretical measure for
the receiver tending to a steady-state. In the resonant
region, the receiver response speed is fast enough to
capture a variety of input periodic signals, regard-
less of the frequency difference and the short-term
timescale of each symbol interval.

Finally, we argue that the short-time SR effect
might be a possible detection strategy in neurodynam-
ics, as the stimulus exists in a short time duration or
has frequency shiff27,28,33—-35] This is an open
guestion and currently under study.
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mechanism of detecting weak FSK modulated signals

in a bistable receiver: within a reasonable region of
noise intensity, the receiver responds synchronously to

the input periodic signal, regardless of the short-term Appendix A. Receiver response speed and

timescale of symbol interval’ or the frequency shift

of signals (i.e., the different carrier frequencigs).

Therefore, the SR effect realized in a symbol dura-
tion 7, i.e., the short-time SR effect, can be utilized

to convey or store the digital dafa7,28] Addition-

ally, noise-enhanced frequency discrimination was re-
ported in Ref[33], and the frequency robust character-

istic of the bistable model was also verified in R&B]
in detail.

nonstationary probability density model

In Eg. (5), the Fokker—Planck operatatgp =
% V/(x)+ % 63722 is not a Hermitian operat¢89]. We
rescale the variables as

Xp=Xp/v/D/t4, Ai = Ai/V/D/a,
y=x/vD/ta, (A.1)

T=t/14,
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Eq. (5) becomes

ap(y, ) _

o (A.2)

3 82
[—V »+

3y a—yz]/o(yvf),

whereV'(y) = —(y — y3/X2 + A;). The steady-state
solution of Eq.(A.2) is given by
p(y) = lim p(y.7)=Cexp[-V ()], (A3)

where C is the normalization constant. A separation
ansatz foro (v, ) [39],

p(y, ) =u(y)exp[—V(y)/2] exp(—A1), (A.4)
leads to
Lu=—A\u, (A.5)

with a Hermitian operator. = % - [%V’z(y) -

%V”(y)]. The functions:(y) are eigenfunctions of the
operatorL with the eigenvalues.. Multiplying both
sides of Eq(A.5) by u(y) and integrating it, yields

IR R) + w0V - 3V ) dy

Py
[ u2(y)dy

(A.6)

where eigenfunctions(y) satisfy the boundary con-
ditions ofu(y) andu’(y) tending to zero ag — +oc.
The eigenvalue problem of EGA.5) is then equivalent
to the variational problem consisting of finding the ex-
tremal values of the right side of E@\.6) [25,39] The
minimum of this expression is then the lowest eigen-
value 1o = 0, corresponding to the steady-state solu-
tion of Eq. (A.3) [39]. We adopt here eigenfunctions
u(y) = p(y)exp—V(y)/2] and p(y) # 0, Eq.(A.6)
becomes

= {
1 l 2 /
[V p* (] }eXp[—V(y)]dy

“+o00

1
/ {p’2<y)+ épz(y)vQ(y)

—0o0

2

/|

+00

[ ro exp[—V<y)]dy}.

—0o0

(A7)

409

Since
+o00

/ [V p?(»)] exd -V ()] dy

—00

=V P2y exg—v][F
—+o0

+ / PPOV2(y)exd -V (»)]dy
o

= / PPOV2(y) exd -V (»)]dy,

Eq.(A.7) can be rewritten as
I PR exp =V (n)dy
J2% PP exp—v(ynidy

Assumep(y) =do +d1y + --- + d,y" and the order
n is an integer, we obtain

(A.8)

([K1—A[M]1){d} =0, (A.9)

with eigenvectordd’} = [d}, d!, ..., d!] correspond-
ing to eigenvalues{A} = [Ao, A1,...,A,] fOr i =
0,1,...,n. The integem is not increased in the iter-
ative process until the preceding values.pfapprox-
imate the next ones within the tolerance error. The
elements of matriceg\/] and[K ] are

+00
mjj = / yit eXF{—V(y)] dy >0,

—0o0

+00
kij = / ijy 2 exd -V (y)]dy >0,

—00
wherei, j =0,1,...,n. The matrix[M] is positive
definite and the matrixK] is semi-positive definite.
The minimal eigenvalugg is zero. The minimal posi-
tive eigenvalue.; describes the main speed of the sys-
tem tending to the steady state solution of E4.3),
what we call the receiver response speed.

From Eq. (A.9), we can obtain the eigenfunc-
tions u; (y) = p; (y) exp—V (y)/2] corresponding to
the eigenvaluéxi for'i =0,1,...,n, Wherep,-(y) =
d6.+ d’ly + ot dly". The eigenvectordd'} =
[dy. di. ..., d;,] are normalized. Because is a Her-
mitian operator, eigenfunctions (y) andu;(y) are
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orthogonal

+00

/ wi () dy = 8ij.

—00

(A.10)

wherei, j =0,1,...,n. Hence,p(y, ) can be ex-
panded, according to eigenfunctiongy) and eigen-
values);, as

n
p(y, )= Z Ciui(y)exg—V (y)/2] exp—A; ],
i=0
where C; are normalization constants deduced from
the orthogonal condition of eigenfunctiof&9]. Note
the scale transformation in E¢A.1), p(x,t) can be
represented as

px,1) =Y Ci;(x) exp{—7,V (x)/(2D)]
i=0
x expl—Ait], (A.11)

with the real eigenvalues; = A;/z, in the timescale
of r andA; derived from Eq(A.9).
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