Stochastic resonance in a parallel array of nonlinear dynamical elements
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Abstract

In an uncoupled parallel array of bistable dynamical elements subject to a common noisy subthreshold rectangular signal, the signal-to-noise ratio (SNR) gain can be improved by tuning the internally added array noise. A SNR gain above unity is observed in certain regions of the array noise intensity. The maximum SNR gain is obtained as the size of the array goes to infinity. This form of stochastic resonance (SR), i.e., array SR, is analytically described by introducing a quasi-stationary probability density model, yielding expressions for the transition probability and the stationary autocorrelation function. The analytical results have interpretative value for the mechanism of array SR, and may be of heuristic interest for applying array SR to related signal processing problems. Additionally, the analytical descriptions of an isolated bistable system agree well with numerical results of both conventional SR for a subthreshold rectangular input and residual SR for a slightly suprathreshold signal.
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1. Introduction

Stochastic resonance (SR) is an interesting nonlinear phenomenon where noise plays a constructive role in a variety of systems [1–7]. Now, SR research extends into interdisciplinary fields, involving physics, biology, neuroscience, and information processing [1–10]. Over time, the notion of SR has been widened to include a number of different mechanisms and new applications with novel types of SR having been discovered [1–21]. An originally theoretical description of the SR effect in a bistable system based on a two-state model was put forward by Nicolis [3]. Later, McNamara and Wiesenfeld used the output signal-to-noise ratio (SNR) metric for obtaining the signature of SR, i.e., a non-monotonic function of the background noise intensity [4]. Since then, the SNR is most frequently employed for studying conventional (periodic) SR effects in a nonlinear (static or dynamic) system driven by a subthreshold periodic input. The SNR gain, defined as the ratio of the output SNR over the input SNR, attracts much interest in exploring situations where it can exceed unity [5–16]. Within the regime of validity of linear response theory, it has been repeatedly pointed out that the gain cannot exceed unity for a nonlinear system driven by a sinusoidal signal and Gaussian white noise [1,5,17,18]. However, beyond the regime where linear response theory applies, it has been demonstrated that the gain can indeed exceed unity in non-dynamical systems, such as a level-crossing detector [8], parallel arrays of threshold comparators or sensors [11,12], and also in bistable dynamical systems [7,9,13–16,19].

We have reported that SNR gain exceeding unity is achievable when a parallel array of bistable dynamical subsystems is subjected to a noisy subthreshold or suprathreshold sinusoidal [19]. This result was first obtained in a parallel array of power-law sensors [11]. However, no theoretical explanation was given for the interesting numerical results presented in array of bistable dynamical subsystems [19]. In this Letter, our focus is on parallel arrays of bistable dynamical elements with a common noisy subthreshold rectangular input. Explicit expressions for the probability density, transition probability
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Fig. 1. A parallel array of \( N \) bistable elements. Each element is subject to the same noisy signal \( s(t) + \xi(t) \) but independent array noise \( \eta_i(t) \). The array output is 
\[
y(t) = \frac{1}{N} \sum_{i=1}^{N} x_i(t).
\]
In this Letter, we call \( \xi(t) \) the input noise and \( \eta_i(t) \) the array noise.

and the stationary autocorrelation function will be deduced in the following. The analytical description for conventional SR agrees well with the numerical result for an isolated bistable system. It is also noted that residual SR \([20]\) can be analytically well-described for a slightly suprathreshold input, while this Letter mainly focuses on how to improve the SNR gain of the subthreshold input signals. To do this, the array noise is tuned and the array SR effect is utilized. The positive role of moderate array noise is to help the array output evolve dominantly at the same period as the input, whereas too much noise is deleterious—playing a negative role (see Section 2). Fortunately, this negative role can be weakened by increasing the array size, and entirely eliminated for an infinite array. As a consequence, the SNR and the SNR gain can be analytically expressed as functions of the array noise intensity. This theory of array SR analytically describes the array SR phenomenon, and demonstrates the SNR gain exceeding unity. The validity of array SR theory is discussed and further studies need to be developed.

The proposed array SR theory indicates that an uncoupled parallel array of bistable dynamical subsystems constructs a meaningful collective device for amplifying the statistical measure of the SNR. Therefore, we argue that this leads to new promising applications in array signal processing that deserve to be studied.

2. The model and the array SR theory

An uncoupled parallel array of \( N \) archetypal over-damped bistable elements is considered as a block diagram, as shown in Fig. 1. Each bistable element is subject to the same signal-plus-noise mixture \( s(t) + \xi(t) \), where \( s(t) = A (s(t) = -A) \) if \( t \in [nT_s/2, (n+1)T_s/2] \) with \( n \) even (odd). In other words, \( s(t) \) is a periodic rectangular signal. Here, \( \xi(t) \) is zero-mean Gaussian white noise, independent of \( s(t) \), with autocorrelation \( \langle \xi(t)\xi(0) \rangle = 2D_\xi \delta(t) \) and noise intensity \( D_\xi \). At the same time, zero-mean Gaussian white noise \( \eta_i(t) \), together with and independent of \( s(t) + \xi(t) \), is applied to each element of the parallel array of size \( N \). The \( N \) array noise terms \( \eta_i(t) \) are mutually independent and have autocorrelation \( \langle \eta_i(t)\eta_j(0) \rangle = 2D_\eta \delta(t) \) with a same noise intensity \( D_\eta \) \([11,12,19]\). The internal state \( x_i(t) \) of each dynamic bistable element is governed by

\[
d\frac{dx_i(t)}{dt} = x_i(t) - x_i^3(t) + s(t) + \xi(t) + \eta_i(t),
\]

for \( i = 1, 2, \ldots, N \). Their outputs, as shown in Fig. 1, are averaged and the response of the array is given as

\[
y(t) = \frac{1}{N} \sum_{i=1}^{N} x_i(t).
\]

Here, the real tunable array parameters \( \tau_a \) and \( X_b \) are in the dimensions of time and amplitude, respectively \([21]\). We now rescale the variables according to

\[
\frac{x_i(t)}{X_b} \rightarrow x_i(t), \quad \frac{A}{X_b} \rightarrow A, \quad \frac{D_\eta}{\tau_a X_b^2} \rightarrow D_\eta, \quad t/\tau_a \rightarrow t, \quad \frac{T_s}{\tau_a} \rightarrow T_s, \quad \frac{D_\xi}{\tau_a X_b^2} \rightarrow D_\xi,
\]

where each arrow points to a dimensionless variable. Eq. (1) is then recast in a dimensionless form as

\[
d\frac{dx_i(t)}{dt} = x_i(t) - x_i^3(t) + s(t) + \xi(t) + \eta_i(t).
\]

Note that \( s(t) \) is subthreshold if the dimensionless amplitude \( A < A_c = 2/\sqrt{27} \approx 0.385 \), and suprathreshold otherwise \([7,13,21]\).

2.1. Quasi-stationary probability density and the non-stationary mean function

In each half period of \( T_s/2 \), the statistically equivalent description for the corresponding probability density \( \rho(x,t) \) is
governed by the Fokker–Planck equation
\[
\frac{\partial \rho(x,t)}{\partial t} = L_{\text{FP}} \rho(x,t), \tag{5}
\]
where the Fokker–Planck operator \( L_{\text{FP}} = -\partial(x-x^3\pm A)/\partial x + D\partial^2z/\partial x^2 \) and \( D = D_{\xi} + D_{\eta} \). The steady-state solution of Eq. (5), for a constant input at \( \pm A \), is given by
\[
\rho(\pm A) = \lim_{t \to \infty} \rho(x,t) = Ce^{-\Phi(x)}, \tag{6}
\]
where \( C \) is the integration constant, which has to be chosen such that \( \rho(\pm A) \) is normalized [27]. In Eq. (6) we introduce the potential \( \Phi(x) = -(x^2/2 - x^4/4 \pm Ax)/D \) [27]. Assume that \( \rho(x,t) \) obeys natural boundary conditions such that it vanishes at large \( x \) for any \( t \). We have expanded probability density \( \rho(x,t) \) as
\[
\rho(x,t) = \sum_n c_n \psi_n(x)e^{-\lambda_n t}, \tag{7}
\]
where the constant coefficients \( c_n \) can be calculated by inserting the initial conditions [21–23]. Here, we assume \( \phi_n(x) \) as the eigenfunctions of \( L_{\text{FP}} \) with discrete eigenvalues \( \lambda_n \) \((n = 0,1,\ldots)\), and the functions \( \psi_n(x) = \phi_n(x)e^{\frac{\Phi(x)}{D}} \) are the eigenfunctions of Hermitian operator \( L = e^{\frac{\Phi(x)}{D}}L_{\text{FP}}e^{-\frac{\Phi(x)}{D}} \) with the same eigenvalues \( \lambda_n \). The positivity of eigenvalues \( \lambda_0 < \lambda_1 < \cdots < \lambda_n < \cdots \) has been demonstrated [21–23].

Next, we take the first two terms of Eq. (7) as a simple quasi-stationary probability distribution model [21–23]. Then, if the preceding input signal amplitude is \( s(t) = \mp A \), the quasi-stationary probability distribution model is derived as
\[
\rho(x,t)_{\pm A} \approx \rho(\pm A) + [\rho_{\mp A} - \rho(\pm A)]e^{-\lambda_1 t}, \tag{8}
\]
with the initial condition \( \rho(x,t = 0)_{\mp A} = \rho_{\mp A} \) and stationary condition \( \rho(x,t = +\infty)_{\pm A} = \rho(\pm A) \) [21–23]. In one period \( T_s \), we use \( \rho(x,t_{+ A}) \) for a positive square waveform during \([0,T_s/2]\) and \( \rho(x,t_{- A}) \) for a negative one in \([T_s/2,T_s]\). This assumption is built on the fact that the system can almost reach the stationary probability density \( \rho_{\pm A} \) in half period \( T_s/2 \), if the lowest positive eigenvalue \( \lambda_1 \) is much larger than the signal frequency \( 1/T_s \), as shown in Fig. 2. Especially worthy of note is the lowest positive eigenvalue, \( \lambda_1 \), which describes the main speed of \( \rho(x,t) \) of Eq. (8) tending to the stationary solution of Eq. (6).

Now, we introduce the function \( n(t) = \lfloor 2t/T_s \rfloor \), \( \lfloor z \rfloor \) being the floor function of \( z \), i.e., the greatest integer less than or equal to \( z \) [13]. Then, the quasi-stationary probability density can be expressed as
\[
\rho(x,t)_{(n+1)\mp A} = \rho_{(n+1)\mp A} + e^{-\lambda_1 t(n+1)\mp A} \sum_n [\rho_{(n+1)\mp A} \mp \rho_{(n)\mp A}], \tag{9}
\]
and the non-stationary mean function is given by
\[
E[x(t)] = \int_{-\infty}^{+\infty} x \rho(x,t)_{(n)\mp A} dx. \tag{10}
\]

![Fig. 2. The lowest positive eigenvalue of \( \lambda_1 \) as a function of input noise rms amplitude \( \sigma_x \). Here, \( A = 0.34, T_s = 100 \) and \( \Delta t = 0.1 \).](image)

We emphasize that Eqs. (7)–(9) are a new version of a Floquet-like analysis and a general Floquet-type depiction has been reported by Jung [6]. In this Letter, the non-Hermitian operator \( L_{\text{FP}} \) is transformed into an Hermitian operator \( L \). As a consequence, the eigenvalues \( \lambda_n \) are in general real-valued quantities. However, the extended periodic Fokker–Planck operator is usually a non-Hermitian operator with complex Floquet eigenvalues [6]. Another difference is that the variational method is used for numerically determining the lowest positive eigenvalue [21,22], while the matrix continued fraction method is appropriate for solving all eigenvalues and eigenfunctions [6,27]. We recognize that the lowest positive eigenvalue introduced here, similar to the smallest non-vanishing real eigenvalue in [6], is an important quantity representing the system relaxation time scale. The general Floquet theory is an adequate mathematical tool for periodically driven stochastic systems [1,6]. Our analysis is a particular line of research building on preceding results [11,12,19].

### 2.2. Stationary auto-covariance function and the SNR gain

In this subsection, we take the output of bistable system as a Markov process [27]. Note that the transition probability \( P(x,t|x',t') \) fulfills the initial condition \( \lim_{t \to -\infty} P(x,t|x',t') = \delta(x-x') \), since the time difference \( t - t' \) of the transition probability \( P(x,t|x',t') \) of Markov process is arbitrary [27, 28]. If the signal amplitude keeps \( \pm A \) for \( t \to +\infty \), the transition probability then satisfies the stationary condition \( \lim_{t \to +\infty} P(x,t|x',t') = \rho_{(n)\mp A} \). Moreover, the completeness relation for the eigenfunctions \( \psi_n \) and \( \phi_n \) can be expressed as \( \delta(x-x') = \sum_n \psi_n(x)\psi_n(x') = e^{\Phi(x')}\sum_n \phi_n(x)\phi_n(x') \) [27]. Thus, the transition probability can be expanded into eigenfunctions [27]
\[
P(x,t|x',t') = e^{L_{\text{FP}}(x)(t-t')}\delta(x-x') = e^{\Phi(x')}\sum_n \phi_n(x)\phi_n(x')e^{-\lambda_n(t-t')}
\]
\[
= \psi_0(x)\tilde{\psi}_0^{-1}(x') \\
\times \sum_n \psi_n(x)\tilde{\psi}_n(x')e^{-\lambda_n(t-t')}.
\]

As the treatment of the quasi-stationary probability distribution model of Eq. (8), we similarly truncate the expansion of \(P(x, t|x', t')\) with the first two terms, and utilize the zero eigenvalue \(\lambda_0\) and the first positive one \(\lambda_1\). With the above initial and stationary conditions, the transition probability is derived as
\[
P(x, t|x', t') = \rho(x, t)(-1)^0\alpha x + \delta(x - x') \\
\times [1 - \rho(x', t')(-1)^0\alpha]e^{-\lambda_1|t-t'|}.
\]

Considering the input rectangular signal, we assume the transition probability \(P(x, t|x', t')\) is sufficiently small between the timescale \(t \in [(n-1)T_s/2, nT_s/2]\) and \(t \in [nT_s/2, (n+1)T_s/2]\). This assumption is coincident with the fact of the eigenvalue \(\lambda_1\) being larger than \(1/T_s\) in resonant region of noise intensity, as shown in Figs. 2 and 3. The transition probability is then expressed as
\[
P(x, t|x', t') = \rho(x, t)(-1)^0\alpha x + \delta(x - x') \\
\times [\delta(n(t) - n(t')) - \rho(x', t')(-1)^0\alpha] \\
\times e^{-\lambda_1|t-t'|},
\]
and the two-time joint probability density can be derived as
\[
\rho(x, t|x', t') = P(x, t|x', t')\rho(x', t')(-1)^0\alpha. \quad (12)
\]

The expectation
\[
\begin{align*}
E[x(t)x(t+\tau)] &= \int \int xy\rho(y, t+\tau|x, t)dydx \\
&= [E[x^2(t)] - E^2[x(t)]]e^{-\lambda_1|\tau|} \\
&+ E[x(t)]E[x(t+\tau)], \quad (13)
\end{align*}
\]
is periodic in \(t\) with period \(T_s\) [10]. Then, we construct the stationary auto-covariance function as
\[
C_{xx}(\tau) = \langle [E[x(t+\tau)x(t)] - E^2[x(t)]]e^{-\lambda_1|\tau|} \rangle
\]
and the Fourier transform of \(C_{xx}(\tau)\) as
\[
P_{noise}(\nu) = \int C_{xx}(\tau)e^{-2\pi i\nu \tau}d\tau
\]
and the Fourier transform of \(C_{xx}(\tau)\) as
\[
P_{noise}(\nu) = \int C_{xx}(\tau)e^{-2\pi i\nu \tau}d\tau
\]
and the Fourier transform of \(C_{xx}(\tau)\) as
\[
P_{noise}(\nu) = \int C_{xx}(\tau)e^{-2\pi i\nu \tau}d\tau
\]
and the Fourier transform of \(C_{xx}(\tau)\) as
\[
P_{noise}(\nu) = \int C_{xx}(\tau)e^{-2\pi i\nu \tau}d\tau
\]
and the Fourier transform of \(C_{xx}(\tau)\) as
\[
P_{noise}(\nu) = \int C_{xx}(\tau)e^{-2\pi i\nu \tau}d\tau
\]
and the Fourier transform of \(C_{xx}(\tau)\) as
\[
P_{noise}(\nu) = \int C_{xx}(\tau)e^{-2\pi i\nu \tau}d\tau
\]
and the Fourier transform of \(C_{xx}(\tau)\) as
\[
P_{noise}(\nu) = \int C_{xx}(\tau)e^{-2\pi i\nu \tau}d\tau
\]
and the Fourier transform of \(C_{xx}(\tau)\) as
\[
P_{noise}(\nu) = \int C_{xx}(\tau)e^{-2\pi i\nu \tau}d\tau
\]
In the discrete-time implementation of the process, the sampling time $\Delta t \ll T_s$ and $\mathcal{T}_d$. The incoherent statistical fluctuations in the input $x(t) + \xi(t)$, which control the continuous noise background in the input power spectral density, are measured by the variance $\sigma^2_{\xi} = 2D_\xi/\Delta t$ [10]. Here, $\sigma_\xi$ is the rms amplitude of input noise $\xi(t)$, and the rms amplitude of array noise $\eta_i(t)$ is $\sigma_{\eta_i}$. The numerical method for calculating SNR and SNR gain are introduced in Appendix A. If array noise $\eta_i(t)$ is absent in Eq. (4), this model of Eq. (4) is identical with an isolated bistable system studied in [1,13]. The conventional SR effect can be viewed as a non-monotonic evolution of the output SNR with the rms amplitude of the input noise $\xi(t)$. The theoretical results obtained from Eq. (18) agree well with the numerical data, as shown in Fig. 3(a). It is worthy of note that the residual SR of a slightly suprathreshold input can also be theoretically well-described. The SNR gain, as illustrated in Fig. 3(b), is beyond unity at a certain range of $t/h$. It is worthy of note that the negative influence of $E[\bar{x}_i(t)|x_j(t)|]$ decreases at a rate of $1/N$. In other words, the negative influence of $E[\bar{x}_i(t)|x_j(t)|] - E[\bar{x}_i(t)|x_j(t)|]$ can be weakened by the array size $N$. If the array size $N = +\infty$ and $i \neq j$, $E[\bar{x}_i(t)|x_j(t)|] - E[\bar{x}_i(t)|x_j(t)|]$ is totally eliminated [19]. In this case, Eq. (20) becomes

$$\lim_{N \to \infty} C_{yy}(\tau) = \frac{D_{\eta}}{N} C_{\eta \eta}(\tau).$$

Since the indices $i$ and $j$ are different, but arbitrary in Eqs. (20) and (21), we can take two bistable elements, each embedded with independent array noise, to evaluate the SNR gain of a parallel array with size $N > 1$. This method is tractable and effective [19], as shown in Fig. 4(a).

The nonlinear characteristics of the array interact with input noise $\xi(t)$ and array noise $\eta(t)$. This point makes it very difficult to calculate the stationary autocovariance function of $C_{\xi i,\eta j}(\tau) = \{E[\bar{x}_i(t)|x_j(t)|]\}$ and the stationary covariance function of $C_{\eta i,\eta j}(\tau) = \{E[\bar{x}_i(t)|x_j(t)|]\}$. A visible fact, as shown in Fig. 4(a), is that $C_{\eta i,\eta j} = C_{\eta i,\eta j}$ at $D_\eta = 0$. Upon combining Eq. (14), we assume

$$C_{\eta i,\eta j}(\tau) = \frac{D_{\eta}}{D} C_{\eta i,\eta j}(\tau)$$

$$= \frac{D_{\eta}}{D} \{E[x_i(t)|x_j(t)] - E^2[x_i(t)]\} e^{-\lambda_1|\tau|}, \tag{22}$$

with a supposed coefficient $D_{\eta}/D = D_{\eta}/(D_{\xi} + D_{\eta})$. This simple coefficient is not involved in the interaction of input noise $\xi(t)$ and array noise $\eta(t)$. In this way, Eq. (20) can be represented as

$$C_{yy}(\tau) = C_{yy}(0) h(\tau)$$

$$= \{E[x_i(t)|x_j(t)] - E^2[x_i(t)]\} e^{-\lambda_1|\tau|}$$

$$\times \left(\frac{D_{\eta}}{D} + \frac{D_{\eta}}{N D}\right). \tag{23}$$

with the stationary variance of $y(t)$, i.e., $C_{yy}(0) = [D_{\eta}/(D_{\eta}/(N D))]\{E[x_i(t)|x_j(t)] - E^2[x_i(t)]\}$, and the correlation coefficient $h(\tau) = C_{yy}(\tau)/C_{yy}(0) = e^{-\lambda_1|\tau|}$. The output noise is assumed to be a Lorentz-like colored noise with the correlation time $\tau_c$ defined by $h(|\tau| > \tau_c) < 0.05$. Then, from Eqs. (14)–(23), we can theoretically evaluate the SNR gain obtained by array SR effects as
The array SNR gain curves, from the bottom up, correspond to $N = 1, 2, 3, 5, 10, 30, 60, \infty$. The input noise rms amplitude $\sigma_\eta = 1.6$, and the given input SNR $R_{in} = 18.30$. Here, $T_s = 100$, $\Delta t \Delta f = 10^{-3}$, and $\Delta t = 0.1$.

$$G_{array} = \frac{[\bar{Y}_1]^2[I^2 + (1/T_s)^2]}{\langle E[x^2(t)] - E^2[x(t)] \rangle \lambda_1} \frac{4A^2/\pi^2}{4D_\xi} \times \frac{D}{D_\xi + \lambda_1} \frac{D_\eta}{D + \lambda_1},$$

(24)

for $N = 1, 2, \ldots, \infty$.

Fig. 4 shows the numerical and theoretical behaviors of SNR gain obtained by tuning array noise rms amplitude $\sigma_\eta$. The input noise rms amplitude $\sigma_\xi = 1.6$. The local SNR gain is about 1.1 and the maximum SNR gain is about 1.3 for a subthreshold input, as shown in Fig. 3. Upon increasing $\sigma_\eta$, it is observed that the SNR gain can be improved further, and the numerical maximum SNR gain $G = 2.01$ occurs at $\sigma_\eta = 1.25$ and $N = \infty$, as shown in Fig. 4(a). This form of array SR effect in a dynamical array can be also demonstrated by the analytical description of Eqs. (14)–(24), as plotted out in Fig. 4(b). The observable quantitative discrepancies between the analytical results and numerical simulations are presented. The value of $1/\lambda_1$ decreases as the noise rms amplitude increases, as shown in Fig. 2. The addition of array noise $\eta_i(t)$ makes $1/\lambda_1$ smaller and smaller, relative to $T_s$. It is shown in Fig. 4 that the theoretical approximation is good if $\sigma_\eta$ is in the regime close to 4. This is a key point for the range of validity of this theory. The array SR effect appears as the tuned array noise makes the array output evolve dominantly at the same period as the input. Fig. 5 shows the nonlinear behaviors of the stationary variance $C_{yy}(0)$ and the correlation time $\tau_r$ as a function of the rms amplitude $\sigma_\eta$ of array noise $\eta_i(t)$ for $A = 0.34$. Note that the correlation time $\tau_r$ is the same for $N = 1, 2, \ldots, \infty$. Other parameters are the same as in Fig. 4.

Fig. 5. Theoretical results of (a) the stationary variance $C_{yy}(0)$ and (b) the correlation time $\tau_r$ as a function of the rms amplitude $\sigma_\eta$ of array noise $\eta_i(t)$ for $A = 0.34$. Note that the correlation time $\tau_r$ is the same for $N = 1, 2, \ldots, \infty$. Other parameters are the same as in Fig. 4.
Moreover, the array SR region of array noise rms amplitude $\sigma_\eta$ agrees well with the numerical results, as shown in Fig. 4. Thus, this array SR theory captures well both the nonmonotonic behavior of SNR gain and the proper array SR region of array noise intensity. In practice, the inherent noise $\xi(t)$ might be unavoidable and embedded into the input signal. If the input noise rms amplitude $\sigma_\xi$ is located at the left side of the SR peak, as shown in Fig. 3, the conventional SR method of adding more noise can reach the SR peak and obtain the maximum SNR gain about 1.3 for a subthreshold input. However, if the input noise rms amplitude $\sigma_\xi$ is located at the right side of the SR peak, the addition of noise is of no use via conventional SR [23]. In this case, the array noise $\eta(t)$ can be tuned appropriately for obtaining a higher SNR gain via array SR, as shown in Fig. 4. The array SR theory then tells us the appropriate amount of array noise to be added to the parallel array of bistable elements.

3. Conclusion

We studied array SR in an uncoupled parallel array of bistable elements subject to an identical noisy subthreshold rectangular signal. We explicitly expressed the non-stationary mean function, the stationary autocorrelation function, and the output SNR of the array response. The agreement between the analytical results and the numerical results is good for an isolated bistable system in the context of conventional SR or residual SR. The theoretical analysis of array SR does reproduce the bell-shaped resonant behavior of SNR vs array noise intensity, and the SNR gain exceeds unity for the appropriate range of array noise intensity. Finally, we point out that array SR can further improve the SNR gain, especially for larger noise and when the noise intensity is beyond the conventional SR region. This nonlinear collective characteristic of parallel dynamical arrays provides an efficient strategy for processing periodic signals. This analytical results exploits the extended SR mechanism in arrays of these type of dynamical subsystems, and provides a different mathematical approach for describing SR effects. An open problem, such as optimizing the maximum SNR gain, via tuning array parameters and array noise, is interesting and remains open for future research.
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Appendix A. Numerical method of computing power spectra of the collective response of arrays

The corresponding measured power spectra of the collective response $y(t) = (1/N) \sum_{i=1}^{N} x_i(t)$ are computed in a numerical iterated process in the following way that is based on the theoretical derivations contained in [10,12]. The total evolution time of Eq. (4) is $(K+1)T_s$, while the first period of data is discarded to skip the start-up transient [7]. In each period $T_s$, the time scale is discretized with a sampling time $\Delta t \ll T_s$ such that $T_s = L \Delta t$. The white noise is with a correlation duration much smaller than $T_s$ and $\Delta t$. We choose a frequency bin $\Delta B = 1/T_s$, and we shall stick to $\Delta t \Delta B = 10^{-3}$, $T_s = 100$, $L = 1000$ and $K \geq 10^5$ in this Letter. In succession, we follow:

(a) The estimation of the mean $E[y(j/T_s)]$ is obtained over one period $[0, T_s]$, and the precise time $j \Delta t$ of $E[y(j/T_s)]$ $(j = 0, 1, \ldots, L - 1)$ shall be tracked correctly in each periodic evolution of Eq. (4), i.e., $[kT_s, (k + 1)T_s]$ for $k = 1, 2, \ldots, K$.

(b) For a fixed time of $\tau = i \Delta t$, the products $y(j \Delta t) \times y(j \Delta t + i \Delta t)$ are calculated for $j = 1, 2, \ldots, KT_s/\Delta t$. Here, $i = 0, 1, \ldots, r_{\max}/\Delta t$. The estimation of the expectation $E[y(j \Delta t)]y(j \Delta t + i \Delta t)$ is then performed over a time domain $\tau \in [0, r_{\max}]$. Immediately, the stationary autocovariance function $C_{yy}(i \Delta t)$ of Eqs. (14) and (20) at $i = 0, 1, \ldots, r_{\max}/\Delta t$ can be deduced. Note the time $r_{\max}$ is selected in such a way that at $r_{\max}$, the stationary autocovariance function $C_{yy}(i \Delta t)$ in Eq. (14) has returned to zero. In practice, we can select a quite small positive real number $\varepsilon$, such as $\varepsilon = 10^{-5}$. If $C_{yy}(i \Delta t)/C_{yy}(0) \leq \varepsilon$, the above computation shall be ceased and the index $l_{\text{end}}$ is found, leading to $r_{\max} = l_{\text{end}} \Delta t$.

(c) Upon increasing the total evolution time of Eq. (4) as $(K' + 1)T_s$ $(K' > K)$, and evaluate the mean $E[y(j \Delta t)]$ and the stationary autocovariance function $C_{yy}(i \Delta t)$ again. If the differences between $E[y(j \Delta t)]$ and $E[y(j \Delta t)]$, $C_{yy}(i \Delta t)$ and $C_{yy}(i \Delta t)$, converged within an allowable tolerance, we go to the next step (d). If they do not converge, the total evolution time of Eq. (4) should be increased to $(K' + 1)T_s$ larger than $(K' + 1)T_s$, until the convergence is realized.

(d) With the converged mean $E[y(j \Delta t)]$ and stationary autocovariance function $C_{yy}(i \Delta t)$, the corresponding Fourier coefficient $Y_1$ and the power $P_{\text{noise}}(1/T_s)$ of Eq. (17) contained in the noise background around $1/T_s$ can be numerically developed. The ratio of above numerical values leads to the array SNR $R_{\text{out}}$. The correlation time $\tau_c = M \Delta t$ as $|h(M \Delta t)| = |C_{yy}(M \Delta t)/C_{yy}(0)| \leq 0.05$. The numerical input SNR $R_{\text{in}}$ can be also calculated by following steps (a)–(d), and compared with the theoretical value of $R_{\text{in}}$. The SNR gain $G_{\text{array}}$ will be finally determined by Eqs. (18) and (24).
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