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ABSTRACT

Evolutionary computation algorithms are increasingly being used to solve optimization problems as they have
many advantages over traditional optimization algorithms. In this paper we use evolutionary computation to
study the trade-off between pleiotropy and redundancy in a client-server based network. Pleiotropy is a term
used to describe components that perform multiple tasks, while redundancy refers to multiple components
performing one same task. Pleiotropy reduces cost but lacks robustness, while redundancy increases network
reliability but is more costly, as together, pleiotropy and redundancy build flexibility and robustness into
systems. Therefore it is desirable to have a network that contains a balance between pleiotropy and redundancy.
We explore how factors such as link failure probability, repair rates, and the size of the network influence the
design choices that we explore using genetic algorithms.
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1. INTRODUCTION

Evolutionary computation involves using solution space search procedures inspired by biological evolution.1

These search procedures use ideas from biological evolution such as mating, fitness, and natural selection.
Individuals undergo natural selection, whereby organisms with the most favorable traits are more successful in
having offspring. Genetic algorithms (GAs) rely on describing systems in terms of their traits (or phenotype)
and then a fitness function (or how well they reproduce). Then we can evolve better solutions (with a
higher fitness function) by allowing transfer of hereditary characteristics (genes) to the next generation for fit
functions. The idea of applying such biological concepts to evolutionary computing was originates with John
Holland in his seminal paper on the topic of adaptive systems.2

Evolutionary computational techniques such as genetic algorithms have many advantages over traditional
optimization algorithms. Current optimization algorithms require many assumptions to be made about the
problem, for example with gradient-based searches, the requirement is that the function be smooth and differ-
entiable. Evolutionary algorithms require no such assumptions, only requiring a way of measuring the “fitness”
of a solution.3 With each succeeding generation, the algorithm tries to better fulfill the specifications de-
scribed by the fitness function. The other advantage is adaptability to a changing problem. For example with
traditional optimization procedures, any change in the specification or problem constraints requires solving
the problem from the start. This is not necessary with evolutionary algorithms where one can continue the
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3.1. Network structure
The network consists of a set of servers, a set of clients (which can also function as routers), and a set of links
between those various nodes. A graph data structure is used to represent the network, with each node (client
or server) in the graph having the following properties:

• node label, “C” for a client (including routers) or “S” for a server

• node ID, which also serves as a grid reference of the node for display in a GUI

• node failure rate, a value between zero and one giving the probability of failure per time step

• current state, working or non-working

• number of time steps since failure, zero if working

• details of the inbound and outbound network connections.

The edges, the links in the network, have the following properties:

• link label indicating whether the link is a link between clients (including routers) or between a client or
router to a server

• edge ID, which also serves as a pair of grid references for display in a GUI

• edge failure rate, a value between zero and one giving the probability of failure

• current state, working or non-working

• number of time steps since failure, zero if working.

3.2. Network construction and maintenance
We initially start with a set of clients (C) and servers (S), with no links. The positions of the clients and
servers are set at random, with a minimum spacing between them. Each client i ∈ C is assigned a traffic value,
Ti, at random (0 < Ti < Tmax), which indicates the amount of traffic requested by the client that is to be
transmitted across the network. Each server j ∈ S has a fixed amount Ts of traffic it can serve. We define a
utilization parameter,

U =

∑

i∈C
Ti

|S|Ts
, (1)

describing how well the servers are able to deliver their available load to the clients. If the utilization is less
than 0.75, then more links are added at random to carry the extra server capacity to clients. If, on the other
hand, the utilization is greater than 0.85 then either links are removed (reducing the amount of traffic that is
able to be requested from servers) or more servers are added. The network thus evolves by starting without
any connections, and through mutations including:

• adding links to increase U

• removing links to decrease U

• adding servers to decrease U

• links failing

• links being repaired.

An example of an evolved network is shown in Figure 4.

Having established a network, we then need to measure its fitness.

52     Proc. of SPIE Vol. 5275



Figure 4. This figure shows an example of an evolved network, with clients and servers and a set of links between
them. The clients and servers have been positioned at random, with a minimum spacing to avoid clutter.

3.3. Fitness and cost functions
The aim is to find an optimal network, which minimizes cost (P ) and maximizes reliability (R). With this in
mind, we define our fitness function, F , to be:

F =
R

P
, (2)

where the cost function, P , is defined to be the total sum of all the edge lengths of the network. Each node
is assigned an x and y-coordinate, therefore the edge length, is the length of the straight line connecting the
2 nodes. The reliability function, R, is defined as the probability that a connection can be made between any
two points. In order to calculate this probability, we randomly pick N pairs of points in the network. For
each pair picked we check whether a path exists between those two points. We compute R from the number
of pairs for which a path exists divided by N , the total number of pairs examined.

3.4. Redundancy and pleiotropy functions
We define the overall measure of redundancy for the whole network as

D =

∑

i∈C
Oi

|S| , (3)

where D is the redundancy, Oi the out degree or number of links out of client i ∈ C, and S the set of servers.
Similarly, the overall measure of pleiotropy is

L =

∑

i∈S
Ii

|C| , (4)

where L is the pleiotropy, Ii the in degree or number of links into server i ∈ S, and C the set of clients.
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3.5. Genetic algorithm
Using the fitness function, we evaluate each network (represented as described above) using the fitness function.
We then use two different strategies for evolving the network:

1. In this strategy we set a variable number of offspring per generation, and at each step pick the single
fittest network to reproduce by mutations to create that many offspring, and repeat the process.

2. The second strategy involves creating a fixed number (10) offspring at each step, by picking the fittest
two networks and producing five offspring from each.

We do not consider any mating or crossover between the two due to the complexity of defining a mating
operation for networks, and only mutate networks to produce offspring. Crossover would allow a much faster
evolution and result in more stability once a fitness plateau is reached.20

4. RESULTS

4.1. Overview
We used both GA strategies to build a network for a number of different link failure probabilities and repair
rates, and evaluated the performance of the strategies, and found the best network parameters to use. Using
these network parameters, we then used the best GA strategy to find the best network possible. Note that
our GA, since it currently lacks mating and crossover, is more like a Monte-Carlo method for finding the best
network than a true GA.

4.2. Varying failure probability
We tested the both GA evolution strategies with the link failure probability set to two values, 0.01 per time
step, representing a reasonable failure probability given regular network construction, and 0.001, representing
a low failure probability given a high quality network construction. Figure 5 shows the evolution of a solution
to each of these link failure probabilities using both GA strategies, with an optimal solution being reached in
about 50 generations, after that the random mutations and random link additions or removals result in noise
about the optimum solution, as the GA has reached a fitness plateau. The 50 generation mark was common
to all our results, thus our tables show the mean and standard deviation of only the network generations
occurring after generation 50. Using the first GA strategy results in a higher network reliability and lower
cost, because it allows more variation at each iteration and can thus climb to a higher fitness (reliability/cost)
plateau.

Table 1. This table shows the mean and standard deviation, over generations 50-150 of the GA, of the cost and
reliability functions for both GA strategies, and for link failure probabilities 0.01 and 0.001. We use generations 50-150
as by generation 50 the GA has optimized the network to a fitness plateau, as evident in Figure 5. Note that our
measure of reliability has a maximum achievable value of one. The results indicate no significant difference between the
reliabilities of the two failure probabilities, however there is some significant difference between the costs, with strategy
two performing better for a lower failure probability (t-test, confidence level of 95%)

failure prob. = 0.01 failure prob. = 0.001

Mean reliability, strategy one 0.988 0.979

SD reliability, strategy one 0.012 0.028

Mean reliability, strategy two 0.974 0.948

SD reliability, strategy two 0.025 0.040

Mean cost ($ ’000s), strategy one 244.7 246.1

SD cost ($ ’000s), strategy one 11.7 10.0

Mean cost ($ ’000s), strategy two 277.4 228.3

SD cost ($ ’000s), strategy two 24.0 19.2
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(a) This figure shows the relia-
bility measure for GA strategy
one for link failure probabilities
of low (0.001) and high (0.01)
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(b) This figure shows the cost
measure for GA strategy one for
link failure probabilities of low
(0.001) and high (0.01)
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(c) This figure shows the redun-
dancy/pleiotropy measure for
GA strategy one for link failure
probabilities of low (0.001) and
high (0.01)
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(d) This figure shows the relia-
bility measure for GA strategy
two for link failure probabilities
of low (0.001) and high (0.01)
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(e) This figure shows the cost
measure for GA strategy two for
link failure probabilities of low
(0.001) and high (0.01)
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Figure 5. These graphs show the cost, reliability, and redundancy/pleiotropy functions for both GA strategies and for
two link failure probabilities, 0.01 and 0.001. Initial spikes in the graph are caused by sampling error when there are
only a few links in the network with which to calculate the measures.
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4.3. Varying repair rate
We tested the both GA evolution strategies with the link repair time set to repair times of 2, 10, and 50
generations, representing ideal, average, and worst case repair processes. Figure 6 shows the evolution of
a solution to each of these repair times using both GA strategies, again we find an optimal solution being
reached in 50 generations, after that the random mutations and random link additions or removals result in
noise about the optimum solution. Using the first GA strategy results in a higher network reliability and lower
cost, because it allows more variation at each iteration and can thus climb to a higher fitness (reliability/cost)
plateau.
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(a) This figure shows the reliabil-
ity measure for GA strategy one
for varying repair rates.
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(b) This figure shows the cost
measure for GA strategy one for
varying repair rates.
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(c) This figure shows the redun-
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GA strategy one for varying re-
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(d) This figure shows the reliabil-
ity measure for GA strategy two
for varying repair rates.
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(e) This figure shows the cost
measure for GA strategy two for
varying repair rates.
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Figure 6. These graphs show the cost, reliability, and redundancy/pleiotropy functions for both GA strategies and for
varying repair rates. The repair process fixes links after 2, 10 or 50 generations as selected by the user of the software.
Initial spikes in the graph are caused by sampling error when there are only a few links in the network with which to
calculate the measures.

4.4. Number of offspring for GA strategy one
Here we considered what happens if we change the number of offspring produced at each step of GA strategy
one. The results are shown in Table 3, indicating that 10 offspring produces the fittest network.
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Table 2. This table shows the mean and standard deviation, over generations 50-150 of the GA, of the cost and
reliability functions for both GA strategies, and varying repair rates (2, 10, and 50 generations). We use generations
50-150 as by generation 50 the GA has optimized the network to a fitness plateau, as evident in Figure 6. Note that
our measure of reliability has a maximum achievable value of one. Here there is a significant difference as we go from
2 to 50 generations (t-test, confidence level of 95%).

2 generations 10 generations 50 generations

Mean reliability, strategy one 0.973 0.902 0.679

SD reliability, strategy one 0.034 0.054 0.072

Mean reliability, strategy two 0.956 0.901 0.661

SD reliability, strategy two 0.045 0.055 0.073

Mean cost ($ ’000s), strategy one 240.5 288.3 162.1

SD cost ($ ’000s), strategy one 17.8 51.8 25.5

Mean cost ($ ’000s), strategy two 266.4 253.1 194.0

SD cost ($ ’000s), strategy two 14.8 35.2 33.5

Table 3. This table shows the mean and standard deviation, over generations 50-150 of the GA, of the cost and
reliability functions for GA strategy one, and varying number of offspring (10, 20, and 50). We use generations 50-150
as by generation 50 the GA has optimized the network to a fitness plateau (not shown). Note that our measure of
reliability has a maximum achievable value of one.

10 offspring 20 offspring 50 offspring

Mean reliability 0.957 0.910 0.901

SD reliability 0.039 0.050 0.060

Mean cost ($ ’000s 254.1 274.7 249.4

SD cost ($ ’000s) 35.7 34.6 36.2

5. CONCLUSIONS

Genetic algorithms rapidly converge on optimal real-world network design solutions, where both cost and
reliability are important. Pleiotropy helps reduce the cost, and redundancy improves the reliability and
network traffic flows. For the parameters and methods considered, we found that strategy one found the best
networks (in terms of R/C, so lowest cost and highest reliability) for a range of link failure and repair rates.
This was due to more variance at each generation, allowing the network to climb to a higher fitness plateau.
Furthermore, we found that strategy one works best when 10 offspring are produced from the fittest network
at each generation, higher numbers of offspring tend to add too much variance to the process.

In future work we propose using the GA on not just the network layout but to include the failure and repair
rates in the “genome”. A basic implementation of crossover would allow for much better network designs.20

Making the fitness function as a summation of a set of local fitness functions for individual clients would
provide a faster and more accurate way of measuring the fitness.
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