
IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: REGULAR PAPERS, VOL. 62, NO. 4, APRIL 2015 1117

A Hopf Resonator for 2-D Artificial Cochlea:
Piecewise Linear Model and Digital Implementation

Moslem Nouri, Arash Ahmadi, Member, IEEE,
Shahpour Alirezaee, Gholamreza Karimi, Majid Ahmadi, Fellow, IEEE, and Derek Abbott, Fellow, IEEE

Abstract—The mammalian auditory system is able to process
sounds over an extraordinarily large dynamic range, which makes
it possible to extract information from very small changes both
in sound amplitude and frequency. Evidently, response of the
cochlea is essentially nonlinear, where it operates within Hopf
bifurcation boundaries to maximize tuning and amplification.
This paper presents a set of piecewise linear (PWL) and multipli-
erless piecewise linear (MLPWL1 and MLPWL2) active cochlear
models, which mimic a range of behaviors, similar to the biological
cochlea. These proposed models show similar dynamical charac-
teristics of the Hopf equation for the active nonlinear artificial
cochlea. Accordingly, a compact model structure is proposed
upon which a 2-D cochlea is developed. The proposed models are
investigated, in terms of their digital realization and hardware
cost, targeting large scale implementation. Hardware synthesis
and physical implementation on a FPGA show that the proposed
models can reproduce precise active cochlea behaviors with
higher performance and considerably lower computational costs
in comparison with the original model. Results indicate that the
MLPWL1 model has a lower computational overhead, precision,
and hardware cost, while the PWL model has a higher precision
and dynamically tracks the original model. On the other hand,
the MLPWL2 model outperforms the others in terms of accuracy,
dynamical tracking of the original model and implementation
cost. The gain variations of the original, PWL, MLPWL1, and
MLPWL2 models are 230, 100, 105, and 230 dB, respectively.
The mean normalized root mean square errors (NRMSEs) of the
PWL, MLPWL1, and MLPWL2 models are 0.11%, 11.97%, and
0.34%, respectively, as compared to the original cochlear model.
Index Terms—Active cochlea, basilar membrane (BM), Hopf bi-

furcation.

I. INTRODUCTION

T HE ROLE OF THE middle ear is to transmit sound
vibrations from tympanic membrane to the cochlea

[1]. Frequency analysis, compression of dynamic-range and
amplification are three major signal processing functions of
the cochlea [2]. Converting mechanical vibrations along the
base to the apex of the basilar membrane (BM) into neural
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impulses is one function of the cochlea that can be processed
by the auditory nervous system [3]–[5]. In addition, it has
remarkable filter functions and provides spatial separation of
frequency information in a manner similar to that of a spectrum
analyzer [5], [6]. In [7], Gold hypothesized electromechanical
transduction in the middle ear. Transporting neural information
from cochlear synapses to inner hair cells (IHCs) is carried out
by the auditory nerve fibers [3], [8]. On the other hand, fibers
that are connected to outer hair cells (OHCs) are clearly not
affected by the sound. Thus, OHCs do not directly take part
in neural coding [3]; however, recent studies have clarified the
importance of OHCs for hearing as a source of the electro-
mechanical energy [9]. Astonishingly, these sensory cells have
a motor function. As a result of their motile characteristics [10],
OHCs affect the BM and, consequently, neural information is
transported by the auditory nerve fibers. The OHCs improve or
amplify the vibration of the BM in a frequency-selective way
at low stimulus levels. Moreover, the degree of amplification is
reduced using the simultaneous presence of a second tone at a
different frequency [11], [12]. There is strong evidence that the
dynamic range of the cochlear is due to a Hopf bifurcation as a
result of self-tuned oscillations of the OHCs [13].
Hearing aids and cochlear implants are well-known devices

for individuals who suffer a cochlear hearing loss [3]. The first
electronic cochlea has been provided by Lyon andMead in 1988
[8]. Electronic cochleas have been successfully used in analog
signal processing applications such as spatial localization [14],
slope detection [15], computer peripheral and amplitude mod-
ulation (AM) detection [16], [17], correlation [18] and speech
recognition [19]. A 2-D model, which describes an active non-
linear cochlea based on Hopf differential equations for a single
variable, is presented in [20]. Analog implementation of this
model using an automatic quality factor control (AQC) loop
strategy is described [21]. An analog VLSI implementation of
the inner hair cell [22], using circuit analogies for analysis of
cochlear models [23], a time-discrete nonlinear cochlear model
implemented on a DSP chip for auditory studies [24], tuning
the Hopf cochlea towards listening [25] and a floating active
inductor based CMOS cochlear filter have been considered
[26]. Recent research on the cochlea motivates the need for
models with adequate linkage between active amplification
by the outer hair cells (OHCs) and the passive traveling wave
along the membrane [24]. This led Kern and Stoop to deduce
a biophysically detailed, energy-based model with Hopf-type
amplifiers [24]. Subsequently, they presented an analog Hopf
cochlear circuit with a simplified coupling pattern showing
the desired accuracy [27] and [28]. The Hopf equation based
model reproduces the main features of the cochlea response
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adequately in simulations [29]. In general, analog and digital
implementations are used for the realization of a cochlear im-
plant, each has benefits and drawbacks. Advantages of analog
implementation are lower area and power consumption. Digital
implementations, on the other hand, consume more silicon
area and power per function compared to analog counterparts,
but their development time is lower and are less sensitive to
the power supply variation, noise or device mismatch. Digital
implementation is considered to be suitable choice with high
dynamic range, greater stability, and repeatability.
This study is considered a set of cochlear models, which

are based on the piecewise linear approximations of the corre-
sponding nonlinear differential equations, and their low cost
digital implementation. The presented models can replace the
resonator in [30]. With this approach a compact two dimen-
sional (2-D) -point artificial cochlea is implemented and
without the use of the filter bank structure. Exploiting high
speed digital computation capabilities and resource sharing
techniques, an architecture for large scale implementation is
presented and physically evaluated. The rest of this paper is
organized as follows. Section II deals with the background of
the topic. The piecewise linear approximations of the Hopf
equation are presented in Section III. Dynamic and error
analysis of the proposed models is considered in Section IV.
Section V presents the circuit models and simulation results are
evaluated in Section VI, where the paper is concluded in the
last section.

II. HOPF RESONATOR BASED 2-D COCHLEA

Recent studies on the cochlea indicates its behavior as a se-
lective amplifier transducing mechanical vibrations along the
basilar membrane (BM) into neural activity. It is evident that
the cochlea operates dynamically on or near to a Hopf bifurca-
tion [29], [31], [32] based on which its extraordinary sensitivity
and compression in amplitude response can be explained. These
multidimensional biological resonators are too complicated to
be represented by ordinary lumped components. As shown in
[21], a VLSI-implemented cochlea, in comparison to the the-
oretical model, common simplifying assumptions are not able
to preserve cochlear behavior [17]. Furthermore, couplings be-
tween resonators can significantly escalate complexity of the
whole system. The Hopf equation based model adequately re-
produces the main features of the cochlear response in simula-
tions—thus, we select this model [3], [4], [13], [17]. The 2-D
cochlear model in the fluid of the inner ear is shown in Fig. 1.
This model includes a grid of two conductances, and ,
as proposed in [4]. Mathematically, the dynamics of each res-
onator can be described by a complex valued Hopf differential
equation as follows [13], [33]:

(1)

where , which is the output signal, and are the
control parameter (set point) and resonance frequency respec-
tively and is the external driving stimulus. The control pa-
rameter, , is varied to obtain sub-critical, critical and unstable
(limit cycle) solutions of (1). Table I demonstrates the regions
of operation for a dynamical system governed by (1) [4]. The

Fig. 1. The 2-D cochlea model includes a grid of two conductances, and
, the applied driving stimulus to each resonator, and the conductance

of the Hopf resonator, [4].

TABLE I
REGIONS OF OPERATION

Fig. 2. The equilibrium locus of the proposed models fitted to the original
model in , . (a) Real part equation of PWL model.
(b) Real part equation of MLPWL1 model. (c) Real part equation of MLPWL2
model. (d) Imaginary part equation of PWL model. (e) Imaginary part equation
of MLPWL1 model. (f) Imaginary part equation of MLPWL2 model.

Fig. 3. Hyperbolic calculation unit (HCU) using: exponential unit (ExU), shift-
to-left (SL), shift-to-right (SR), twos complement (2 comp).

output signal is obtained from (1) can be decomposed into the
real and imaginary parts to describe dynamic of the nonlinear
active resonator as

(2)
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Fig. 4. The frequency responses of the original and proposed models where the characteristic frequency is 6 . (a) Original model. (b) PWL model. (c)
MLPWL1 model. (d) MLPWL2 model.

where and are real and imaginary parts of . From a hard-
ware implementation viewpoint, it should be noted that the non-
linear terms such as , , , and need several multi-
plications, which is a costly functional unit for both digital and
analog platforms. The next section proposes three models aimed
at reducing the implementation cost.

III. THE PROPOSED MODELS

A. Mathematical Approximation

1) Piecewise Linear (PWL) Model: As previously men-
tioned, for an efficient hardware implementation, the nonlinear
terms of , , , and need to be replaced by computa-
tionally cost effective approximations. In the first modification,
we propose to use and in (2) as follows:

(3)

As shown in Fig. 2(a) and Fig. 2(d), the proposed PWL model
closely fits on the original equation.
2) Multiplierless Piecewise Linear Models (MLPWL1 and

MLPWL2): Although the PWL model has a considerably lower
implementation cost compared with the original model, requires
two multipliers. Hence, for have a multiplierless implementa-
tion, we utilize and functions that with our piece-
wise approximation can be implemented using simple
and operations:

(4)

(5)

These models are fitted to the original model in Fig. 2(b), 2(c),
2(e), and 2(f). At circuit level, can be implemented using
basic full-wave rectifiers. Moreover, is implementable
using the presented approach in [34] based on a hyperbolic cal-
culation unit (HCU) that is designed as shown in Fig. 3. The
frequency responses of the original and proposed models are

compared in Fig. 4 at . When the system is
supercritical and it is driven at a characteristic frequency, the
response is nonlinear with a high gain for small driving forces
and smaller gain for larger driving forces. For other driving fre-
quencies, the response is approximately linear for sufficiently
small input [12], [26]. This significant feature is observed sim-
ilarly in all proposed models.

B. Dynamics and Phase Plane Trajectories
To develop more rigorous justifications for the proposed

models, the nullclines provide an insight into the level of
similarity in dynamics compared to the original model. The
nullclines of a variable are the clines where the time derivative
is zero [35], [36]. Accordingly, considering and ,
the nullclines are given by:

(6)

(7)

(8)

(9)

where and there are fixed points with coordinates
for each model. To determine the type of equilibrium points,
eigenvalues of the system are calculated as

where , , , and are the coefficients of the Jacobian ma-
trix as presented in Table II. This analysis shows that behavior
of the proposed models (specially MLPWL2 and PWL models)
without input are quite similar to the original model as shown
in Fig. 5 [1-(a), 1-(b), 1-(c), and 1-(d)]. In addition, it can be
seen that the origin is a globally stable equilibrium point of the
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TABLE II
EQUILIBRIUM POINT DATA, JACOBIAN, EIGENVALUES, AND EIGENVECTORS OF ORIGINAL AND PROPOSED MODELS IN . ABBREVIATIONS: EQU.

POINT = EQUILIBRIUM POINT, S. SO. = SPIRAL SOURCE, S. SI. = SPIRAL SINK, N. SO. = NODAL SOURCE, N. SI. = NODAL SINK, S. P. = SADDLE POINT

Fig. 5. X-Y curve and phase portrait of original, PWL, MLPWL1, and MLPWL2 models and nullclines of these systems with increasing the current for four
states of (1) to (2) with these conditions (stable region) and . This figure shows how the increasing of the input signal changes
the state of the nullclines, redound to bifurcation, and finally trajectories of these equations. The blue dashed lines represent Y-nullclinces, pink lines represent
X-nullclinces, black lines represent the trajectory at green vector fields.

TABLE III
DEGREE OF ERROR BETWEEN THE MODIFIED FORMULA AND ORIGINAL MODEL WITH AND

total system. Thus, for all values of , the models are glob-
ally stable except for the MLPWL1 model for some driving
stimuli. Thus, in similar accordance to the original model, there
are stable states in the proposed models that are shown in Fig. 5
[2-(a), 2-(b), 2-(c) and 2-(d)]. The gain variations of the orig-
inal, PWL, MLPWL1, and MLPWL2 models are 230 dB, 100
dB, 105 dB, and 230 dB respectively, as shown in Fig. 4.

C. Error Analysis

Root mean square error (RMSE) is used to analyze precision
of the proposed modified equation as an approximation for the
original differential equation. We define RMSE and normalized

root mean square error (NRMSE) as

(10)

where is the original value and is the approxi-
mated value that are presented in Table III. Using these mea-
sures, errors for each input intensity level with different fre-
quency is computed for a time step of 0.0001. Single tones in si-
nusoidal form are used to compute the errors. Corresponding re-
sults, given in Table III, indicate an acceptable precision for the
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Fig. 6. The proposed system architecture. (a) System block diagram. (b) Hopf
resonator array block diagram. Abbreviations: Hopf unit (H Unit), input com-
puting unit (ICU), output provider unit (OPU), control unit (CU), average com-
puting unit (ACU).

proposed methods. The mean normalized root mean square er-
rors (NRMSEs) of the PWL, MLPWL1, and MLPWL2 models
are 0.11%, 11.97%, and 0.34%, respectively, as compared to the
original cochlea model.

IV. DESIGN AND HARDWARE IMPLEMENTATION

As shown in Fig. 6, the proposed system architecture for the
MLPWL2 model includes a system block diagram and a Hopf
resonator array block diagram. This architecture is expanded in
detail as following subsections.

A. Equation Discretization

Based on (2)–(5), each model includes two blocks to com-
pute and . As the first implementation step, it is essential to
discretize the related equations. In this study, we have applied
the Euler method.

B. Hopf Unit

As shown in Fig. 7, this unit is a digital multiplierless imple-
mentation of the Hopf resonator model as in (5). This unit in-
cludes , , , and . Here, ,

are and in (5) respectively. These variables are im-
plemented in a pipeline structures with and stages,
where and are the buffer registers of the and
values and and are the size of and
states. With every rising edge of the clock, these buffers are

shifted to obtain new values. The bit number can be calculated,
according to usage and precision. Based on the variable equa-
tions, to create repetitive states, buffer outputs are applied to
the related arithmetic units. None of these arithmetic modules
are in pipeline state, which means any arithmetic module re-
quires a register after each arithmetic state in order to save data.

Fig. 7. General overview of H unit that is a digital multiplierless implemen-
tation of the Hopf resonator model. This unit includes , ,

and . Here, , are presented and in (5),
respectively. These variables are performed in pipeline structures with
and stages, where and are the buffer registers for the
and values and and are the size of and states.
( , ).

Accordingly, the following conditions must be satisfied:

(11)

where is the number of Hopf resonators. The delay of each
stage is scheduled in order to attain synchronization of the equa-
tions. In each clock step, the average values of and are cal-
culated and in the next clock step are applied. This guarantees
that the final Hopf resonator provides output with an appropriate
timing. Then first resonator is updated to a new value on the next
rising clock edge. In this condition the input is applied to the
resonator at the latest step of the pipeline stages. This process
omits the average delay of the computing that is updated in the
next time sample for applying to a resonator. For an improved
comparison between original, PWL, MLPWL1, and MLPWL2
models, the scheduling diagrams (data flow graph with sched-
uling control steps) based on (3), (4), and (5) are drawn in Fig. 8.

C. Control Unit

The control unit (CU) is responsible for two major tasks:
1) Providing suitable signal for the output provider unit in
order to select a suitable Hopf resonator that is selected by
the K-bit input of the user defined number for applying. 2)
Providing suitable signal for the average computing unit in
order to calculate the average value of resonator's output. The
architecture of the control unit is presented in Fig. 9. The CU
is equipped with a counter that acts as a pointer and obtains the
number of the Hopf resonator. For the rising edge of the clock
pulse, this counter is increased by one; and when the counter
reaches , a reset is performed. The comparator checks the
value of the counter register as a and
when the counter is , the time is reset. The reset instruc-
tion points to the first resonator and sends it to the average
computing unit as an instruction. The comparator, compares
the value of the with a selected Hopf
resonator that is inserted in the and
sends a suitable instruction to the output provider unit (OPU).
The may also be updated by the enable
signal as .
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Fig. 8. Arithmetic pipelines at . (a) pipeline in original
model. (b) pipeline in original model. (c) pipeline in PWL model. (d)
pipeline in PWL model. (e) pipeline in MLPWL1 model. (f) pipeline in
MLPWL1model. (g) pipeline inMLPWL2model. (h) pipeline inMLPWL2
model.

Fig. 9. The control unit (CU) of the proposed model. Abbreviations: com-
parator , average computing unit (ACU), output provider unit (OPU),
write enable .

D. Average Computing Unit

Average computing unit (ACU) computes and state vari-
ables. The architecture of ACU is presented in Fig. 10. TheACU
performs the task by reading the with
a serial accumulator repetitively and accumulates it with and
variables from the H unit and the outcome is returned to the

register on every clock pulse. The
stores numbers of and input variables in the

th clock pulse after the latest reset. Therefore, the adder's

Fig. 10. General structure of the average computation unit (ACU). Abbrevia-
tions: Accumulator_register , Auxiliary_register , write en-
able .

Fig. 11. General overview of input computation unit and output provider unit.
(a) Input computation unit. (b) Output provider unit.

output is the final addition of variables of and at the
mentioned clock pulses. This amount must be saved in an

after clock pulses in order to apply
a Hopf resonator model in the next time sample. Value of

must be divided by average values
which are sent to the input computing unit. We have selected
as a power of 2 for replacing multiplication operation by shift
operation.

E. Input Computing Unit

The input computing unit (ICU), is designed as a structure,
shown in Fig. 11(a), that caches the input, and variables av-
erages from the input port and ACU, and then computes the dif-
ference. Afterward, it multiplies the result by constant . The
ICU must perform this operation without any delay. After com-
puting new average which is produced by average computing
unit, it should give the updated input to the Hopf resonators im-
mediately. Therefore, this unit is designed via combination of
gates and does not include any register. We should notice that
the implementation complexity of constant multiplier can be
substantially decreased by selecting suitable value for . If suit-
able value of is chosen, one may implement it with pairs of
accumulators and shift logic operations. In this paper, we select

in such a way that multiplication can be replaced by simple
shift operation.

F. Output Provider Unit

The output provider unit (OPU), shown in Fig. 11(b), saves
and as the variables of the Hopf resonator models in the

in clock pulses. The control unit pro-
vides writing activation for this register in order to save valid
and . The OPU also transforms saved digital numbers in the

to analog signal by digital analog converter
(DAC).
For a 2-D artificial cochlea implementation, according to the

mentionedmodel, it is sufficient to obtain a relationship between
input signal as a total input driving stimulus, which is applied to
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Fig. 12. The active nonlinear artificial cochlea is implemented using a single
resonator. Abbreviations: Subtractor , Multiplier .

the resonator networks, and the corresponding value that is ap-
plied to each resonator. According to Fig. 1, the relationship be-
tween the total input driving stimulus and the input signal,
which is applied to each resonator at the th resonator, , ,
and respectively are given by the following equations:

(12)

and

(13)

for , , , and it can be written that:

(14)

where is the applied driving stimulus to each resonator,
is the conductance of the Hopf resonator, , , , ,
and are boundary condition (12) and (13). Interestingly, the
proposed 2-D cochlea can be implemented using a single res-
onator that we proposed—instead of 46 (or 12) resonators as in
previous studies [4]. This implementation consists of: I) Nine
multipliers, II) Five subtractors, III) Several registers for con-
stant coefficients ( , , , and

), generated driving stimulus amounts ( ,
and ) and the voltages of the nodes ( , and ) in
which varies from 1 to 45, IV) A 47-bit shift register is used to
save all values generated in each step. This implementation
is presented in Fig. 12.

V. SIMULATION AND IMPLEMENTATION RESULTS
The resonator behavior is described using synthesizable

VHDL code. In these simulations word-length of and are
32 bits which are used in a fixed point calculation with 18 bits
for integer values and 14 bits for fractional values. Resonator

Fig. 13. Output of the Original and proposed models. (a) Original model. (b)
PWL model. (c) MLPWL1 model. (d) MLPWL2 model. (1) .
(2) .

TABLE IV
THE NUMBER OF MINIMUM RESOURCES IN THE SCHEDULING OF AND

parameters are set as , and initial
values are and . The device utiliza-
tion for implementation of a single resonator based on the Hopf
equations and the proposed models are summarized in Table V.
For a fair comparison between the original model and the pro-

posedmodels, we applied the same input signals as driving stim-
ulus to all designs. Results are shown in Fig. 13. Response of
the proposed models have acceptable similarity to the original
model. Single tone, two tone, and DC signals are considered
as inputs. One of the essential conditions of a stable systems
is its zero response to the zero input signal. To show stability
of the original model and the proposed models, driving stim-
ulus is set to zero. The necessary resources for a single
resonator are considered for both PWL and MLPWL models
in a pipeline configuration with implementation results as pre-
sented in Table IV. Circuits are implemented on a XILINX
Virtex-II Pro development board. Fig. 14 shows oscilloscope
photographs of PWL, MLPWL1, and MLPWL2 models imple-
mentation. As observable, the MLPWL1 model has lower cost
but higher error than PWL. However, MLPWL1 has accept-
able precision, but MLPWL2 model has excellent accuracy and
lower cost in comparison with other models.

VI. CONCLUSION
A set of piecewise linear active cochlear models, which

closely follows the biological cochlea targeting low cost digital
implementation have been presented. Three piecewise linear
models are proposed namely PWL, MLPWL1, and MLPW2,
which have the same characteristics of the Hopf resonators for
active nonlinear 2-D artificial cochlea implementation. The
system level simulation results demonstrate that the MLPWL
and PWL models have sensitivity to both amplitude and fre-
quency of the input signals. Accordingly, a compact structure of
the models to implement 2-D artificial cochlea implementation
has been developed. The proposed models were investigated, in
terms of digital implementation feasibility and costs, targeting
large scale low cost hardware implementations. Hardware
synthesis and physical implementations on FPGA show that
the proposed models can reproduce precise active cochlea
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TABLE V
HARDWARE IMPLEMENTATION COST FOR DIFFERENT MODELS

Fig. 14. Output of the MLPWL2 model implemented on XILINX Virtex-II
Pro XC2VP30. (a) Single tone ( , ). (b) Two
tone. (c) Single tone ( , ). (d) Single tone
( , . (e) Single tone ( ,

). (f) Two tone. (g) Various intensity (1 mV to 3 volt) and
. (h) Two tone. The horizontal axis denotes time, and the vertical

axis shows voltage.

behaviors with higher performance and considerably lower
computation costs in comparison with the original model. The
results indicate that the MLPWL1 model has lower computa-
tion, precision and hardware cost, while the PWL model has a
higher precision and dynamically tracks similar to the original
model. On the other hand, advantage of the MLPWL2 model is
that it outperforms the others in accuracy, dynamically tracking
the original model and is not as costly as the PWL model. Also
dynamic behavior of the Hopf resonator has been tested for all
models and the results indicate a good performance of proposed
models.
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