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ABSTRACT

The main result of this paper is the development of a novel,
highly compact implementation of the general (m,n)-parallel
counter (ie. population counter) based on Self-Timed Threshold
Logic (STTL). The presented method is a modification of
the Minnick counter. The novel feature of the design is
the sharing among all threshold-gates of a single capacit-
ive network for computing the weighted sum of all input
bits. Additionally, the differential structure of STTL al-
lows the efficient implementation of the networks of neg-
ative weights for layer 1 to layer 2 interconnections. This
results in very significant reduction in the number of ca-
pacitors and interconnect routing cost and hence total area
reduction over other recently reported counter designs. A
(7,3) counter is designed using this method. The counter
consists of 5 threshold gates arranged in two layers, that is,
the resulting circuit has a logic depth of two. Simulation res-
ults for the (7,3) counter designed in an industrial 0.25�m
process indicate less than 880�W power dissipation operat-
ing at 300 MHz.

1. INTRODUCTION

As the demand for higher performance very large scale in-
tegration processors with increased sophistication grows, con-
tinuing research is focused on improving the performance,
area efficiency, and functionality of the arithmetic and other
units contained therein. Low power dissipation has become
a major issue demanded by the high performance processor
market in order to meet the high density requirements of ad-
vanced VLSI processors. The importance of low power is
also evident in portable and aerospace applications, and is
related to issues of reliability, packaging, cooling and cost.

Threshold logic (TL) was introduced over four decades
ago, and over the years has promised much in terms of re-
duced logic depth and gate count compared to traditional

AND-OR-NOT (AON) logic-gate based design. However,
lack of efficient physical realizations has meant that TL has,
until recently, had little impact on VLSI. Efficient TL gate
realizations have recently become available [1] [2] [3] [4] [5],
and a number of applications based on TL gates have demon-
strated its ability to achieve high operating speed and signi-
ficantly reduced area compared to conventional logic [6].

This paper presents a novel, highly compact, low power
implementation of the general (m,n)-parallel counter based
on Self-Timed Threshold Logic (STTL). Section 2 gives a
brief overview of threshold logic, followed by a description
of Self-Timed Threshold Logic in Section 3. Section 4 con-
tains the main results of this work and includes an overview
of previous work related to parallel counter design, a de-
scription of the proposed parallel counter and its simulation
results. Finally, the results of this work are summarized in
Section 5.

2. THRESHOLD LOGIC

A threshold logic gate is functionally similar to a hard lim-
iting neuron. The gate takesn binary inputsX�,X�,. . . ,Xn

and produces a single binary outputY , as shown in Fig. 1.
A linear weighted sum of the binary inputs is computed fol-
lowed by a thresholding operation.
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Fig. 1. Threshold Gate Model

The Boolean function computed by such a gate is called
a threshold function and it is specified by the gate threshold



T and the weightsw�,w�,. . . ,wn, wherewi is the weight
corresponding to thei th input variableX i. The outputY is
given by

Y �

�
�� if

P
n

i��
wiXi � T

�� otherwise�
(1)

This function can be written in a more compact form using
the sgn notation as

Y � sgn

�
nX

i��

wiXi � T

�
� (2)

The sgn function is defined assgn�x� � � if x � �
and sgn�x� � � if x � �. Alternatively, expressions of
the typesgn�x � T � may be conveniently (and informally)
written simply asT�, where it is understood that the ac-
tual sgn function argument isx � T . This will allow us to
easily describe feed-forward TL networks with composite
expressions such asy � sgn�x � �� � � ���.

Any threshold function can be computed with positive
integral weights and a positive real threshold, and all Boolean
functions can be realized by a threshold gate network of
depth at most two. A TL gate can be programmed to realize
many distinct Boolean functions by adjusting the threshold
T . For example, ann-input TL gate withT � n will real-
ize ann-input AND gate and by settingT � n��, the gate
computes a majority function. This versatility means that
TL offers a significantly increased computational capability
over conventional AND-OR-NOT logic. Significantly re-
duced area and increased circuit speed can therefore be ob-
tained, especially in applications requiring a large number
of input variables.

3. SELF-TIMED THRESHOLD LOGIC (STTL)

Both static and dynamic synchronous TL gate implementa-
tions have been devised. Purely static gates such as neuron-
MOS suffer from limited fan-in [6], typically less than 12
inputs. Also, some of the existing dynamic gates have relat-
ively high short circuit and dynamic power dissipation, and
some require multiple clock phases [2] [6] [7].

Fig. 2 shows the proposed circuit structure for imple-
menting a self-timed threshold gate with positive weights
and threshold. The main element is the cross coupled NMOS
transistor pair (M3, M4) which generates the outputQ and
its complementQb after buffering by the two inverters. The
gate operates in two phases. Precharge and evaluate are
specified by the dual enable signalsE and its complement
Eb. The inputsXi are capacitively coupled onto the floating
gate� of M10, and the threshold is set by the gate voltageT
of M11. The potential� is given by� �

P
n

i��
CiXi�Ctot,

whereCtot is the sum of all capacitances, including parasit-
ics, at the floating node. Weight values are thus realised by
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Fig. 2. The proposed Self-Timed Threshold Logic gate
structure

setting capacitorsCi to appropriate values. Typically, these
capacitors are implemented between the polysilicon 1 and
polysilicon 2 layers, although alternatives, such as trench
capacitors used in DRAMs, or MIM capacitors, are avail-
able in some processes.

The enable signals,E andEb, control the precharge and
activation of the sense circuit. WhenE is high the voltages
at nodesA andB are are discharged to ground . WhenE
is low andEb is high, the outputs are disconnected from
ground and the differential circuit (M10, M11 and M12)
draws different currents from the supply via M8 and M9.
The currents in M8 and M9 are mirrored by M1 and M2
respectively, and the gates of M3 and M4 (nodesA andB)
begin to charge at different rates. As the charge rates are
different and the capacitances at those two nodes are the
same (ensured by identical sizing of the two buffer invert-
ers), a voltage difference begins to develop between nodes
A andB. When this difference is sufficiently large, either
M3 or M4 turns on, but not both. The outputsQ andQ b

are evaluated and passed to the next stage. In this way, the
circuit structure effectively determines if the weighted sum
of the inputs,�, is greater or less than the threshold,T , thus
realizing a thresholding operation. The two buffer inverters
serve to provide a balanced capacitive load for nodesA and
B and also to drive the inputs of the next stage.

The Enable signals for the next stage (STTL gate) are
generated by the NAND gate and its inverse,E �

b
andE �,

respectively. During the precharge phase of the first stage,
the Enable signals for the next stage areE �

b
=0 andE �=1,

which means that this stage is also in the precharge phase,
and only begins to evaluate after the outputs of the first stage
(Q andQb) are established. Correct timing is ensured by
setting the combined delay of the two buffer inverters and
the NAND gate to be larger than the evaluation delay of the
first gate. Thus, outputs of each gate propagate through the
chain in a self-timed fashion.



4. THE PROPOSED PARALLEL COUNTER

Parallel counters, or simply counters, are multiple-input cir-
cuits which count the number of inputs in a given state (nor-
mally logic �). They are important in various applications,
the most common of which are the reduction of the par-
tial product tree in parallel multipliers and the realization of
multiple-input adders. We begin this section by giving an
introduction to counters, an overview of previous designs
and a description of the proposed design and the simulation
results.

4.1. Background and Related Work

An (m,n) counter is a combinatorial network which gener-
ates a binary coded output vector of lengthn which corres-
ponds to the number, (orcount), of logic �’s in them-bit
input vector. Usuallyn � log��m 	 �� and such counters
are referred to assaturated. The full adder is a particular
case of a counter with 3 inputs and 2 outputs, thus it is a
(3,2) counter.

In conventional logic, higher order counters, such as
(7,3), (15,4) or (31,5), have traditionally been implemen-
ted by using trees of (3,2) counters because of the disad-
vantages of a direct implementation [8]. However, coun-
ters consisting of such full adder trees have a relatively high
delay and grow rapidly with input vector size in terms of the
required number of full adders. Swartzlander reported the
number of full adders for anm-input population counter as
m�log�m [9]. It would be ideal if it were possible to design
area efficient higher order counters which could operate at
much higher speeds than the same counters built using trees
of full adders [10]. Threshold logic allows us to do exactly
this.

There are a number of TL based counter designs, and
those of note include the “basic” counter [11], the Kautz
counter [12] and the Minnick counter [13]. They differ in
the number of threshold gates, logic depth, maximum fan-in
and maximum weight.

The “basic” counter is expensive in terms of gate num-
ber and number of interconnects and is mentioned here only
for completeness. The Kautz counter is the most area ef-
ficient, considering interconnection, weight size and gate
number requirements, but an (m,n) Kautz counter has a lo-
gic depth equal ton. This means that circuits based on this
counter, while being compact, have a relatively high delay.

A different approach to counter design was shown in [14].
This approach is based on a sorter circuit followed by one
layer of threshold gates to obtain the final counter outputs.
While it was shown to have improved speed and power dis-
sipation over a conventional logic full adder based design
for the case of a (15,4) counter, its logic depth is the same
and its gate count is almost double that of the Minnick counter.

The Minnick counter offers the best tradeoff in terms of
area and delay. The worst case delay for all outputs is equal
to two threshold gates and is independent of the order of the
counter. The most significant output always has a delay of
one threshold gate.

For these reasons we have chosen the Minnick counter
as the basis for our modified implementation, and we will
refer to our counter as the Modified Minnick Counter (MMC).

The general Minnick counter is best explained by ex-
ample using the (7,3) case. In essence, all inputs are con-
nected with weight one to the threshold gates in both the
first and second layers. Additionally, outputs of the first
layer are connected to the second (output) layer with appro-
priate negative weights to shift the apparent thresholds of
the output layer gates.

The truth table for the (7,3) counter, and the (7,3) Min-
nick counter design are shown in Fig. 3. The inputv con-
sists of the seven input bit lines, each having a weight of 1,
and is denoted by a thick black line to differentiate it from
the single bit lines. In effectv represents the arithmetic sum
of �’s in the 7 inputs. From the truth table, the MSB of
the output,y�, is � whenv � 
, hencey� is the output of
the first layer gate which has threshold 4. They� output
is � when� � v � 
 andv � �. Therefore the second
layer gate which has threshold 2 computesy� and this gate
has an input weighted -4 from the first layer gate which has
threshold 4. Similar reasoning may be extended to the out-
puty�. In the general case, it can be seen that the MSB will
be computed by a first layer gate, and the lesser significance
outputs are computed in the second layer which has as in-
puts, in addition tov, the negatively weighted outputs from
the first layer to isolate the desired ranges ofv where those
outputs are�.
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Fig. 3. The (7,3) counter truth table and the Minnick imple-
mentation

The operation of the (7,3) Minnick counter can be de-
scribed by the following expressions:

y� � sgn�v � 
� � 
�



y� � sgn�v � �� 
 � 
��

y� � sgn�v � �� � � �� � � � 
� � � � ��� (3)

4.2. The Proposed Modified Minnick Counter (MMC)
Design

As was described in the previous section, each of the gates
in the first and second layers includes among its inputs all
of the inputs to the counter. This means that the network
which performs the weighted summation of the counter in-
puts (with all weights being 1) in the VLSI layout of the
counter is replicated at each threshold gate. In the recently
proposed capacitive threshold gate designs, this contributes
to a very significant portion of the total counter area. For
example, in the (7,3) counter discussed previously, the total
number of capacitors performing the summation of the input
bits at each of the 5 gates is 35 (5 gates� 7 input bits). Ad-
ditionally, there is significant area associated with routing
the 7 interconnect lines to each of the 5 gates. These draw-
backs have an even greater impact on total area for higher
order counters.

The innovation proposed here is to separate, at the cir-
cuit level, the two functions performed by the threshold
gate, namely weighted addition and thresholding. In other
words, the capacitive network which calculates the analog
value of the sum of the counter input bits needs only to
be implemented once, and this value becomes one input of
the sense amplifier in any number of STTL gates. In the
second layer gates, the other sense amplifier input is con-
nected to the capacitive networks which implement the neg-
ative weights of the layer 1 to layer 2 interconnections. Ad-
ditional capacitors can also be connected to the other input
to set the gate threshold. Such an arrangement is possible
only because of the differential nature of the SSTL gate and
is not possible with other recent TL gate designs including
neuron-MOS [1], LPTL [2], CTL [3] or the approach de-
scribed in [5]. It reduces the number of capacitors required
from 39 to 22 in the Modified Minnick (7,3) counter imple-
mentation.

The circuit diagram showing this design is shown in
Fig. 4. The numbers next to the capacitors indicate the mul-
tiple of the unit capacitor. The enable signals,E andEb are
not shown to improve clarity. The two gates in the second
layer are enabled after the outputs from the first layer are
evaluated, as discussed in Section 3. The enable signal of
one of the first layer gates drives the enable inputs of both
second layer gates. The capacitors shown connected toGnd
andVdd adjust the effective threshold of each STTL gate.
The outputs of the first layer gates are connected to the ca-
pacitors which implement the negative weights. The inputs
denoted byI� andI� in Fig. 4 correspond to the� andT
inputs, respectively, shown in Fig. 2
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Fig. 4. Circuit diagram of the proposed STTL Modified
Minnick (7,3) counter

4.3. Simulation Results

The counter circuit shown in Fig. 4 was simulated with HSPICE
using 0.25�m process parameters at a supply voltage of
2V. The value of the unit capacitor was chosen to be 5fF.
The simulation waveforms are shown in Fig. 5 and include
the first layer enable signal,E, the weighted input vector
signal,I�, and the three output bits. The waveform which
has the form of a staircase is theI� input to each STTL
gate and increases as the number of 1’s in the input vector,
�x�� � � � � x��, is increased from 0 to 7. It can be seen that
whenE goes low ,the outputsy�, y� andy� evaluate cor-
rectly for all values of the input vector.

It should be noted that the outputy� is available after
one gate delay and the remaining two outputs are available
after two gate delays. All outputs can be made to evaluate
simultaneously by adding one additional STTL gate which
would act as a delay element fory�. The enable signal fre-
quency for the first layer gates was 300 MHz and the power
dissipation was measured to be 870�W. The counter delay
is less than 1.4ns, measured from the falling edge of the en-
able signal toy� or y�.

5. CONCLUSIONS

A compact implementation of the general (m,n)-parallel counter
based on Self-Timed Threshold Logic was presented. The
design was shown to have a reduced number of capacitors
over previous designs. Simulation results of a (7,3) counter
designed using the proposed method in a 0.25�m process
show that it has low power dissipation and is capable of op-
erating at high speeds.
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