NOISE REDUCTION IN TERAHERTZ THIN FILM MEASUREMENTS USING A DOUBLE MODULATED DIFFERENTIAL TECHNIQUE
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Differential terahertz (THz) time-domain spectroscopy (TDS) is a technique for decreasing noise levels in THz thin film characterization experiments. Characterizing thin films in the GHz to THz range is critical for the development of fast integrated circuits and photonic systems, and is potentially applicable to biosensors and proteomics. This paper shows how the differential technique, combined with double modulation, enables the study of thin films with noise reduction over normal TDS that improves at the film gets thinner. Double modulated differential THz-TDS has enabled the characterization of films with less than 1-µm thickness.
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1. Introduction

This paper reviews the background of THz technology development, and considers the problem of thin film characterization with THz. A proposed solution to the thin film characterization problem is differential THz time-domain spectroscopy...
(DTDS), which has been recently described in [1]. This work presents a detailed noise analysis of DTDS and shows, theoretically and experimentally, the benefits of using DTDS with double modulation. We conclude by summarizing our results and discussing the future directions of our work.

1.1. **Motivation**

Thin film characterization is a fundamental problem in optics and electronics. Terahertz time-domain spectroscopy (THz-TDS) is a technique developed in the last decade for characterizing samples in the THz band of the electromagnetic spectrum. THz-TDS provides a new non-destructive method for probing thin films at speeds higher than network analyzers and wavelengths longer than optical sources. The high noise background associated with THz-TDS of very thin samples can be vastly improved by using differential THz-TDS (DTDS) and a scheme of double modulation.

Thin film characterization is important for the semiconductor industry as it pushes for smaller and faster devices. Materials with a high dielectric constant are required for improved insulation to stop tunneling between layers, and materials with a low dielectric are needed for interconnects with reduced capacitance [2]. As feature sizes approach 100 nm and chip frequencies climb into the upper gigahertz range, it becomes increasingly important to have a convenient method of characterizing the THz properties of thin dielectric films [3]. Thin film dielectric materials are being explored for many applications. Interest in plastic-based electronics is spurring the development of organic–inorganic hybrid materials and organic transistors on plastic [4,5]. Single crystal optoelectronic devices are being developed for thin film transistors and MOEMS [6].

THz systems are non-contact, non-destructive and highly sensitive. Apart from applications in high speed device characterization, THz radiation has been used for sensitive quality control, chemical spectroscopy and biomedical diagnostics. THz penetrates optically opaque materials that cannot be characterized using optical methods, and can be used in transmission, reflection and tomographic experiments [7]. THz has the potential to become a widespread diagnostic tool in the future.

1.2. **THz-TDS**

THz ($10^{12}$ Hz, $\lambda = 0.3$ mm) frequency radiation has historically been difficult to generate and detect [8]. Thermal sources have weak emission at long wavelengths and gas vapor lasers are cumbersome [9]. Bolometric detectors only operate under vacuum at liquid-helium temperatures [10]. Fourier Transform Infrared (FTIR) spectroscopy does offer spectroscopic information down to about 1 THz, but not into the GHz regime [11]. Research continues into many sources and detectors in the THz band, including germanium lasers, gas-vapor lasers, quantum cascade lasers and backward-wave oscillators [12–15].

The development of pulsed THz radiation (T-rays) generated using ultrafast optical lasers has provided a new method for accessing the THz frequency regime. Pulsed THz techniques were initially developed for waveguides and circuit characterization [16–18]. Free-space THz spectroscopy grew from the development of both photoconductive dipole antennas and electro-optic crystals as sources and
detectors. The spectroscopy of bulk dielectrics at THz frequencies was part of the early work in the field.

Recent developments in T-ray research are wide-reaching. T-rays have been extended to two-dimensional and three-dimensional imaging using a variety of scanning and CCD techniques. T-ray spatial resolution has been improved by the development of near field imaging. T-ray systems now exhibit very high signal-to-noise ratios and are being implemented in applications ranging from scaled-down “radar” profiling and cancer detection.

2. Problem: THz-TDS of Thin Films

There is a need for a non-contact, room temperature technique to characterize thin films at THz frequencies. Current methods of dielectric thin film characterization show a gap in information from 0.144 to 5 THz. This gap is covered by the typical operating bandwidth of T-ray systems.

Thin film analysis is limited by system sensitivity; the thickness of a thin film, being microns or less, is far less than the T-ray wavelength. A number of approaches have been used to increase system sensitivity, including DTDS, angle-dependent spectroscopy, interferometry and planar waveguides.

The complex dielectric constant of a sample is related to its optical properties by the relation \( \tilde{\varepsilon} = (\tilde{n})^2 \), where, for extinction coefficient \( \kappa \) and refractive index \( n \), \( \tilde{n} = n - j\kappa \).

The phase shift caused by a dielectric sample in the T-ray radiation path is proportional to \((\tilde{n} - 1)d/\lambda\), where \( \tilde{n} \) is the complex refractive index of the medium, \( d \) is the sample thickness and \( \lambda \) is the T-ray wavelength. For small \( \tilde{n} \) and \( d \), this phase change is very difficult to detect in background noise.

T-rays have been used to characterize a wide variety of thin film materials using different techniques. T-rays can be used to observe static and dynamic characteristics of superconducting films, dielectrics in waveguides and DNA thin films. Organic thin polymer films were first characterized by T-rays in 1992. A reliable algorithm for estimating the T-ray characteristics of thin film dielectrics was proposed in 1996. This method uses a model based on simple Fresnel equations and an iterative fit algorithm. Near-Brewster angle (“goniometric”) phase shift reflection has been used to determine the refractive index of 3.27-\(\mu\)m-thick polymer films. An incorporation of this technique into tomography has been suggested by angle-depended T-ray tomography of thin films for fuel cell applications.

T-ray interferometry is another method to increase the sensitivity of the T-ray system. T-ray interferometric techniques typically induce a 180° (Gouy) phase shift in one arm of a Michelson interferometer, then detect phase changes introduced by a thin sample into one arm. Enhanced depth and spatial resolution have been achieved with T-rays focused to a point on a reflective sample in one arm of an interferometer, where the Gouy shift occurs at the focal point on the sample. The peak amplitude showed a 20% change for a 12.5-\(\mu\)m-thick air gap in Teflon. Another interferometer has been constructed using silicon prisms as reflectors, where a 180° phase shift was induced by a fixed end reflection from one of the faces. This study characterized the real and imaginary parts of the refractive index of a 2-\(\mu\)m-thick film of free-standing Mylar.
Using planar waveguides and a THz resonator, Bolivar et al. have demonstrated a highly sensitive device for probing the binding state of DNA [50]. This thin film micro-stripline approach can be extended to two-dimensional gene chips for high speed DNA analysis. The THz waveguide and resonator structure is sensitive to single-base defects in a 1.1 femtomol volume of 0.52 g/L DNA-in-water. Although highly sensitive and integrable, this technique is not ideal for non-contact characterization of thin dielectric films.

The techniques described above have achieved spectroscopy and imaging of dielectrics of micron thickness. The challenge remains, however, to extend T-ray frequency characterization to thinner films and lower dielectric constants. A promising technique for further improving T-ray system sensitivity is DTDS.

3. Proposed Solution: Double Modulated DTDS

The problem of detecting the small signal from absorption, reflection and delay in a thin film can be solved by using what has been called differential THz time-domain spectroscopy [51] or ultra-high sensitivity spectroscopy [52]. DTDS measures a signal that comes purely from the difference caused by a thin film deposited on half of a sample holder; the other half is used as a reference. DTDS measures only the difference between the two halves every 100 ms or less, thereby canceling out slow fluctuations in the laser power, which is the main source of noise. Although terahertz is high frequency radiation ($10^{12}$), it is detected by sampling the ultrafast pulse on a timescale that corresponds to ms or longer [53]. Unfortunately, the samples cannot be physically switched at very high frequencies, which removes the benefit of high frequency modulation with an optical chopper. Double modulation combines the benefits of both to provide a reduced noise over both normal DTDS and high-frequency-modulated THz-TDS.

3.1. Differential THz time-domain spectroscopy (DTDS)

The advantage of DTDS is to modulate the T-ray signal using only the thin film, and detect the magnitude of this modulation using a lock-in amplifier (LIA). The sample is a substrate half-covered with the film and half bare, as shown in Fig. 1a. DTDS is able to measure very subtle variations in phase and absorption. In a normal THz-TDS experiment, this difference is determined from the ratio of two complex spectra, $\tilde{S}_{\text{film}}/\tilde{S}_{\text{ref}}$, where the complex spectral components $\tilde{S}$ are the Fourier Transforms of the time domain waveforms measured in the experiment. Each waveform is measured in a separate scan of the pump beam delay stage, resulting in a delay between scans of ten minutes or more for sensitive scans. For a typical T-ray system, the major source of noise is the pump laser, which is very sensitive to slow fluctuations in temperature. These fluctuations can cause larger changes in the detected T-ray signal than the thin film sample itself. The advantage of DTDS is that the signal transmitted through the film is compared to the signal through the substrate at each point of the delay stage. In effect, the differential waveform is equivalent to the difference between the reference and sample waveforms, $y_{\text{diff}} = y_{\text{ref}} - y_{\text{film}}$.

The benefit of using DTDS over THz-TDS for characterizing thin films can be estimated using a simple analysis of measurement error in the amplitude spectrum,
Fig. 1. (a) shows the schematic of a thin film sample prepared for DTDS. The thin film, characterized by the complex refractive index \( \tilde{n}_2 \), is supported by a substrate, \( \tilde{n}_1 \). The surrounding medium, in our case air, has the complex refractive index \( \tilde{n}_3 \). \( \tilde{n}_s \) is the complex refractive index of the medium that replaces the volume of the thin film — in our experiments this is air, although if the thin layer is created by implantation of the substrate, \( \tilde{n}_s \) may differ from \( \tilde{n}_3 \). For example, if a layer of \( \tilde{n}_2 \) is created by implanting a dopant into a silicon substrate, \( \tilde{n}_1 \), then the \( \tilde{n}_s \) layer would be silicon not air. The spectral components that are transmitted through the substrate are denoted by \( \tilde{S}_{\text{ref}} \) and the components transmitted through the substrate and the film are denoted \( \tilde{S}_{\text{film}} \). \( L_2 \) is the thickness of the thin film, measured using, for example, atomic force microscopy. The Fresnel transmission coefficients, \( t_{ab} \), indicate the transmission from medium \( a \) to medium \( b \), where \( t_{ab} = 2\tilde{n}_a/(\tilde{n}_a + \tilde{n}_b) \). In DTDS, the signal is made up of the difference between \( \tilde{S}_{\text{ref}} \) and \( \tilde{S}_{\text{film}} \) by rapidly switching between them. (b) shows the noise spectrum of our T-ray system with balanced photodiodes (PDs) versus the modulation frequency used with the lock-in amplifier. The noise spectrum shows an \( 1/f \) noise characteristic typical of ultrafast laser-driven experiments [44–47]. The benefit of double modulation is highlighted by the two lines at 100 Hz and 3 kHz. The noise level at 3 kHz and above is more than an order of magnitude lower than the noise at 100 Hz and below. The noise spectrum was measured using biased PDs, a 50-Ω load impedance and a LIA swept through different frequencies. The noise output of the LIA was measured with a settling time of 60 times the time constant.

The quantity of interest in dielectric characterization experiments is the deconvolved system response, or the transmission spectrum,

\[
T(\omega) = \frac{S_f(\omega)}{S_r(\omega)},
\]

where \( S_f \) and \( S_r \) are the amplitudes of the spectral components of the film (sample) and reference waveforms. For nominally uncorrelated measurement errors of the amplitude spectra \( \Delta S_f \) and \( \Delta S_r \), the relative error in the amplitude transmission spectrum can thus be approximated by

\[
\left( \frac{\Delta T}{T} \right)^2_{\text{TDS}} \approx \left( \frac{\Delta S_f}{S_f} \right)^2 + \left( \frac{\Delta S_r}{S_r} \right)^2.
\]

For a thin film sample, the relative errors in the reference and sample spectra are largely equal. The relative error in the amplitude transmission spectrum of
a thin film measured with normal THz-TDS can be approximated by
\[ \frac{|\Delta T|}{T_{\text{TDS}}} \approx \sqrt{2} \left| \frac{\Delta S_r}{S_r} \right|. \] (3)

In DTDS, the complex transmission spectrum is calculated from
\[ T(\omega) = 1 - \frac{S_d(\omega)}{S_r(\omega)}, \] (4)
where \( \tilde{S}_d \) is the complex differential spectrum. Hence
\[ \left( \frac{\Delta T}{T} \right)_{\text{DTDS}}^2 \approx \left[ \left( \frac{\Delta S_d}{S_d} \right)^2 + \left( \frac{\Delta S_r}{S_r} \right)^2 \right] \left( \frac{S_d}{S_f} \right)^2, \] (5)
where \( S_f = S_r - S_d \). Equation 5 shows that using DTDS instead of normal TDS reduces the relative error in the amplitude transmission spectrum by a factor of \( S_d/S_f \), so long as
\[ \frac{\Delta S_d}{S_d} \approx \frac{\Delta S_f}{S_f}. \] (6)

Equation (6) is valid for our system dominated by noise in the THz generation arm of the pump-probe system. DTDS is most beneficial for very thin films, where the transmission spectrum of the differential signal \( S_d \) is much smaller than the spectra of the film or the reference. The THz phase change induced by a dielectric sample is proportional to its thickness. The improvement in SNR due to DTDS is shown experimentally in Sec. 5 by measuring the reference and differential spectra of a thin film sample.

DTDS was first demonstrated in 2000 to determine the refractive index of a 1.8-\( \mu \)m-thick parylene-N film [51]. This first work developed an analytical expression for the refractive index of the film and dithered the sample at 16 Hz. An improvement on this work was to increase the dither frequency to 66 Hz and thereby reduce the noise in the detected THz [54]. Ultrafast lasers have an \( 1/f \) noise characteristic, so increasing the modulation frequency dramatically reduces noise [44–47]. To increase the modulation frequency further, we use double modulation.

### 3.2. Double modulation

Double modulation is a technique similar to encoding information on a carrier wave in telecommunications. The signal, already modulated at a lower frequency \( f_2 \), is additionally modulated at a higher frequency \( f_1 \) by an optical chopper. The frequency \( f_1 \), equivalent to the carrier frequency, is then removed in the detection system through demodulation. The advantage of double modulation is that the noise level is less at the higher modulation frequency, as shown in Fig. 1(b).

The main source of noise in the DTDS experiment is the mode-locked Ti:sapphire laser, with a \( 1/f \) noise characteristic. Noise can be reduced by modulating the pump beam at some audio or radio frequency \( f_2 \) with a mechanical chopper, or an acousto-optic device. Once converted to an electronic signal with a photo detector of appropriate bandwidth, the depth of the modulation is detected with a lock-in amplifier (LIA). The LIA then passes the signal through a very narrow band filter to
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Fig. 2. This figure is a diagrammatic comparison of single and double modulation. (a) shows an experiment with a single LIA. The signal is modulated at a frequency $f_2$ by, in our case, a galvanometric shaker. Although the signal is chopped by a square wave, the LIA detects the fundamental sine wave, so we consider it to be a single frequency spike. The LIA has a certain bandwidth, set by its time constant, and the noise at the LIA output is determined by the noise power within that bandwidth, which corresponds to the shaded region in Fig. 2(a). (b) demonstrates the operation of double modulation. In double modulation, the signal at the input to the first LIA is found at the sum and difference of the modulation frequencies, $f_1 + f_2$ and $f_1 - f_2$. The first LIA acts as a frequency mixer and demodulates the $f_1$ frequency, so that at the input of the second LIA, the signal is modulated at $f_2$. The advantage of DTDS is that the noise found at the output of the second LIA is far less than in the single LIA setup. One important point is that the bandwidth of the first LIA has to be set sufficiently wide to allow the signal to pass through at a frequency $\pm f_2$ from the center frequency. Double modulation can be achieved using a LIA driven by a synthesized frequency $f_1 + f_2$, unless the sum frequency is at radio frequencies (RF). In that case, it is advantageous to have the second LIA operating at audio frequencies (AF) because an AF LIA has better operating characteristics than an RF LIA [55].

---

reject any variations not at the modulation frequency. Single frequency modulation is diagrammatically described in Fig. 2(a). The important quantity is the shaded area under the noise curve, which indicates the amount of noise appearing at the output of the LIA.

Ideally an experiment should be modulated at as high a frequency as possible. For mode-locked lasers, $1/f$ signal fluctuations dominate at frequencies below 3 MHz, where the shot noise limit is reached [56]. As discussed in Sec. 4, we have used a galvanometric scanner as the second modulator, and it is impossible to shake the thin film sample above audio frequencies because of mechanical inertia. Galvanometric scanners do not have sufficient travel at frequencies above 100 Hz when a sample is attached. At modulation frequencies below 100 Hz, the $1/f$ noise levels are very high, greatly reducing the sensitivity of DTDS. Double modulation enables the use of an high carrier frequency, which sets the noise level, and an arbitrarily low
shaker frequency. Galvanometer operation at a frequency less than 20 Hz, where 1/f noise is very high, eliminates heating problems and enables a larger shaking amplitude. The process of double modulation and demodulation is shown in Fig. 2(b). The narrow detection bandwidth of LIA2 at \( f_2 \) rejects any harmonics caused by double modulation.

A schematic layout of double modulation as implemented in our experiment is shown in Fig. 3. The pump beam is first modulated at \( f_1 \) by the mechanical chopper and then modulated at \( f_2 \) by the dithered thin film sample. The double modulated T-ray signal is converted to a polarization modulation of the probe beam using electro-optic detection [22]. Balanced PDs detect the polarization modulation of the probe beam, and the first LIA, acting as a mixer, demodulates the chopper \( f_1 \). The second LIA detects the thin film signal at \( f_2 \) and provides a complex output representing the DTDS waveform at a given pump-probe delay. The delay is scanned to sample the entire T-ray waveform.

![Fig. 3. Schematic of the DTDS experiment. The pump and probe beams are split from the ultrafast laser. This experimental setup is explained in Sec. 4.](image)

To quantify the improvement in SNR due to double modulation, we have to consider both the decrease in noise level and the decrease in signal level it causes. Modulating the signal with a second modulator decreases its amplitude by half. Each modulator blocks fifty percent of the pump beam. If, however, the reduction in noise is better than fifty percent, then double modulation results in an improved SNR. In Fig. 1(b) we show the noise spectrum of our T-ray system, which uses balanced photodiode (PD) detection [57, 58]. If the modulation frequency is set to 3 kHz or higher, the noise level drops by an order of magnitude compared to a modulation frequency of 100 Hz or lower. This is the improvement that we predict for a system dominated by 1/f noise.
4. Experimental Setup

Our T-ray system is a typical system, using a semiconductor T-ray source and electro-optic detection [59–61].

The optical layout is shown in Fig. 3. Our ultrafast laser is a Spectra-Physics Tsunami Ti:sapphire oscillator, multi-line pumped by a Spectra-Physics BeamLoc large frame argon-ion laser, and producing 1.7 W average power of 100-fs pulses at an 82-MHz repetition rate [62]. Our pump beam power is about 800 mW after passing through a mechanical chopping wheel, which modulates the beam at \( f_1 \). T-rays are generated by ultrafast current transients in a thin GaAs wafer mounted at Brewster’s angle to the beam. The T-rays are collimated and focused with off-axis gold-coated paraboloidal reflectors, and detected in a collinear geometry in a 2-mm-thick \(<110>\)-oriented ZnTe crystal. The probe beam power is approximately 100 mW and we detect 1 mA of current in each of the balanced PDs. The polarization rotation of the probe beam is detected by a Wollaston analyzer and balanced PDs. A quarter wave plate (QWP) is used to compensate for the intrinsic birefringence in the ZnTe. The difference current from the PDs, proportional to the T-ray electric field, is filtered by two LIAs, as described in Sec. 3.2. The first LIA has a time constant of 300 \( \mu \)s, which corresponds to a 260-Hz filter bandwidth, and the second LIA has a time constant of 100 ms.

The thin film sample is held in a galvanometric shaker from Cambridge Technology [63], operating at \( f_2 \). The shaker itself is mounted in a large aluminum heat sink to keep its operating temperature below 50°C. The heat sink, despite its proximity to the T-ray beam path, has less than 1% effect on the transmitted T-ray waveforms. The diameter of the T-ray spot on the sample is less than 2 mm.

The thin film sample used in these experiments is a rectangle of amorphous glass, half-covered with a 180-\( \mu \)m-thick layer of black electrical tape. A relatively thick film is used to demonstrate the reduction of noise in DTDS compared to TDS; if a film is too thin, no results is observed in TDS. The glass slide is approximately 30-mm high, 13-mm wide and 1-mm thick. A sample this size ensures the THz beam passes wholly and exclusively through either the sample or the substrate as it oscillates. The sample was driven sinusoidally at 5 Hz. A low frequency allows the galvanometer to operate with a large amplitude and without over-heating.

5. Results and Discussion

The raw time domain data from a DTDS experiment are shown in Fig. 4(a). Even for a relatively thick 180-\( \mu \)m film, the difference between the waveforms propagated through the substrate and through the film is almost indistinguishable. The differential signal is far smaller than the other waveforms, and is 90° out of phase with the reference waveform. The DTDS technique was first called differential because the DTDS signal is an approximate differentiation of the reference signal with respect to time; the optical delay caused by the moving the thin film into the beam path is a very small \( \Delta t \). By measuring the small change in amplitude of the transmitted signal, \( \Delta y \), and plotting as a function of time delay, one is approximately measuring the slope of the reference waveform, \( dy/dt \).

The amplitude spectra of the reference and differential waveforms are plotted in Fig. 4(b). The 0.2 to 2 THz bandwidth of the reference pulse is typical for this
Fig. 4. Experimental T-ray time-domain waveforms and spectra. (a) shows the reference waveform through the substrate, the waveform through the film, and the differential signal. These measurements were taken with a LIA time constant of 100 ms, at room temperature. (b) shows the transmission spectra of the reference and differential T-ray waveforms. Phase information is linear and is not shown in these plots. The bandwidth of the reference pulse is typical for our T-ray system, driven as it is by T-ray generation from a GaAs surface using 100-fs optical pulses. The absorption lines at 0.56, 0.75 and 1.1 THz are caused by water vapor in the air [53].

100-fs laser T-ray system. The strong absorption lines are due to water vapor in the air [53]. The water lines are removed in the deconvolution process, but still result in a lower SNR at affected frequencies. The differential signal has a reduced bandwidth because decreased SNR, although the approximate shape is the same as the reference spectrum.

The noise level in these measurements can be estimated experimentally with repeated measurements. Each experiment is repeated four times over a day to estimate the uncertainty. The experimental errors for TDS and DTDS are summarized in Table 2. As detailed in the figure caption, the observed noise is less than expected because the noise in each waveform is correlated to some extent. The noise values for DTDS are larger than TDS because we have used double modulation, which halves the signal, and contains noise introduced by the galvanometer.

Table 1. Comparison of equations for estimating the experimental error in measured transmission coefficients in THz-TDS and DTDS. DTDS has an inherently lower noise level than TDS by a factor of approximately $|S_d|/|S_r|$, the ratio of the differential and reference spectra. For thin films, where the sample and reference spectra are substantially similar, the ratio $|S_d|/|S_r|$ is far less than unity, so noise in DTDS is less than in TDS.
Table 2. This table shows calculated and observed measurement fluctuations for the 0.5-THz frequency component of the reference, differential and transmission spectra. The fluctuation level at 0.5 THz was chosen because it is close to the peak of the frequency spectrum (Fig. 4(b)). The measured errors were determined from the spread of four repeated measurements under identical conditions. The raw error in DTDS is much larger than for TDS for two main reasons: firstly, this data was taken with double modulation, so the signal level is half that in TDS. Secondly, there is noise inherent in the galvanometer system, which we expect contributes to measurement fluctuations. The calculated $|\Delta T/T|$ are estimated using the equation in Table 1 for TDS and from Eq. (5) for DTDS. Equation (5) must be used because, in this experiment, the condition expressed in Eq. (6) does not hold. The observed $|\Delta T/T|$ were determined from four numerical calculations of the transmission amplitude at 0.5 THz. The observed values are both less than the expected values. This is most likely due to our assumption of uncorrelated noise in successive measurements. The measurement to measurement fluctuations for the reference, sample and differential waveforms is correlated to some extent, so there is an element of noise cancelation in the deconvolution calculation that determines $T$.

| MEASURE | Calculated $|\Delta T/T|$ | Observed $|\Delta T/T|$ |
|---------|----------------|----------------|
| TDS     | $\frac{\Delta S_r}{S_r} = 1.6\%$ | 1.4% | 1.0% |
| DTDS    | $\frac{\Delta S_d}{S_d} = 4.6\%$ | 2.4% | 1.4% |

The results of this experiment demonstrate the accuracy of the DTDS technique, and confirm the estimates of noise reduction from thin film samples.

Figure 5 shows the noise spectrum of the T-ray system, and demonstrates the benefits of using double-modulated DTDS (d-DTDS) over “normal” DTDS (n-DTDS). This spectrum was measured using a modulator and a lock-in amplifier at values of frequency, increasing from 2 Hz to 2 kHz. The galvanometer (“galvo”) was used to measure noise from 2 to 10 Hz and an optical chopper (“chopper”) was used for 10 Hz to 2 kHz. Each set of measurements has two values, which are upper and lower bounds indicating the approximate errors in the measurements. For these values the delay stage (see Fig. 3) was set at the pulse peak (Fig. 4(a)), and each noise value was measured using the lock-in amplifier, resulting in root-mean-squared noise value found at the peak of the T-ray signal pulse. The measured noise value from the LIA was normalized to the actual value of the T-ray peak, to account for very slow laser fluctuations, and to the bandwidth of the LIA low-pass filter — this value can be considered an inverse signal-to-noise ratio. There is a clear discrepancy between the noise level of the chopper modulation and the galvanometer modulation. This noise increase is due to the physical instabilities in the galvanometer and slight fluctuations in its modulation frequency. This problem could be reduced by engineering a better shaker and drive circuitry.

Figure 5 compares the measured noise spectrum to a 1/f trend, which is typical of laser noise spectra [44]. System noise measured under chopper modulation corresponds well to this relationship, until it is driven at higher frequencies, above 500 Hz. The optical chopper used in this experiment has an operational limit of 6 kHz, and at the higher operating frequencies starts to introduce additional noise into the system. This can be avoided by using a modulator designed for higher frequency operation, such as an acousto-optic modulator.
Fig. 5. Experimental noise spectrum of the T-ray system for increasing modulation frequency, showing the noise reduction due to double modulation. The noise spectrum measured with the galvanometer and the optical chopper are compared to a theoretical 1/f trend, which is typical of experiments dominated by laser noise. The measured noise spectra are represented by two lines, which are the upper and lower bounds of the error bounds for each measurement, and are normalized to the signal strength (in effect this is a plot of the inverse signal-to-noise ratio). Both modulators show noise spectra with the 1/f trend, except the noise level with galvanometer modulation is larger, due to mechanical instabilities and jitter in the shaking frequency. The noise levels of experiments using normal (one LIA) DTDS and double-modulated DTDS are shown as points on the spectrum. The value “n-DTDS × 2” is half the actual noise of the d-DTDS experiment. This point is shown to demonstrate that, had the signal level not been halved by the dual modulators, the experimental noise would fit on the spectral curve as expected.

Lastly, Fig. 5 shows the noise levels of normal DTDS (“n-DTDS”) compared to double-modulated DTDS (“d-DTDS”). The reduction in noise due to double modulation is evident, and clearly due to the second higher modulation frequency. Double modulation reduces noise due to the galvanometer instability and due to low-frequency laser fluctuations. This reduction in noise is approximately predicted by the 1/f noise trend typical of systems dominated by laser noise. “d-DTDS × 2” is shown to indicate what the normalized noise value would be if the signal strength in d-DTDS were doubled. “d-DTDS” suffers a reduction in signal strength by half, as mentioned above.

Our results show that noise is greatly reduced in T-ray thin-film measurements when using a double-modulated differential system.

6. Conclusions and Future Directions

We have demonstrated the application of double modulation to improve the SNR of DTDS of thin films by over an order of magnitude. DTDS has been presented as a method of overcoming the difficulty of T-ray spectroscopy of thin films by
reducing the effects of noise. This improvement has been quantified mathematically. DTDS can be improved by using double modulation, which has been explained and implemented experimentally. Our experimental results demonstrate the noise reduction due to DTDS, which makes it possible to detect thin films with T-rays, and the further improvement due to double modulation (d-DTDS). This simple technique enables thin films to be characterized in the GHz-THz range for fast integrated circuit technology, and for novel work in far-infrared biosensor systems.

There are a number of system improvements and potential applications that remain to be explored in DTDS. We expect that the noise of the system can be further reduced by using a modulation frequency higher than 3 kHz, coupled with an RF LIA.

We will be applying the DTDS method to characterize thin biomolecular films for lab-on-a-chip applications. It will be valuable to be able to non-invasively probe the hydration, conformation and activity of protein films used, for example, as enzyme catalysts layered on inorganic substrates. DTDS is an ideal technique for such research.
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